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THE USE OF A NEIGHBORHOOD SURVEY TEAM IN THE EVALUATION 
OF A YOUTH EMPLOYMENT PROJECT 

P. 0. Katsky and R. F. Wickland, The RAND Corporation 

Techniques for maximizing the quality and 
quantity of interview response from "non- middle 
class" populations are in need of development. 
Past research has pointed out some of the sources 
of bias resulting from the use of interviewers of 
the same and higher class and caste status. 

A description is given of a study using a 
team of indigenous interviewers designed to over- 
come some of the inadequacies of procedures used 
in the past to interview ghetto populations. The 
team was composed of individuals matched to re- 
spondents in such characteristics as age, sex, 

social class, residence, and past experience. 
Methods of team recruitment, training, and man- 
agement are described with references to differ- 
ences between the operation of this team and 
surveys using professional interviewers. A 
typology of team members and their differing 
contributions to the research effort is pre- 
sented. 

An evaluation of the success of the indige- 
nous interviewers in producing quality interviews 
and in locating respondents is presented along 
with suggestions for new directions and refine- 
ments. 

1. INTRODUCTION 

This paper describes the use of an experi- 
mental technique for interviewing other than "mid- 
dle" and "upper" class populations. This tech- 
nique -- the creation of a Neighborhood Survey 
Team (NST) staffed by individuals similar in 
background to those being interviewed -- was de- 
veloped and tested to interview black and brown 
youth who had participated in an anti -poverty 
employment training program. 

Although using the NST seemed to us to be a 
good idea from several standpoints, our main re- 
search task was to evaluate a youth training pro- 
gram and not to test the NST idea in any formal 
or systematic way. In light of this fact, this 
paper does not contain a statistically elegant 
treatment of validity resulting from use of in- 
digenous interviewers (a subject of interest to 
survey statisticians and amenable to statistical 
analysis), but rather reports on some tentative 
lessons learned as a result of employing this 
technique. Although the experience with both 
the black and the brown team was substantially 
similar, only the Mexican -American (brown) team, 

which was in existence longer and completed more 
interviews, will be discussed here. 

'There is some question as to the degree to 
which our results with the Mexican- American com- 
munity can be generalized to a black situation. 
The problem is discussed in a study by B. P. 

Dohrenwend [1]. Although this study found styl- 
istic discrepancies in responses and differing 
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The paper is divided into the following sec- 
tions: 

Interviewing the Ghetto Resident: Theory 
Description of the NST 
Conclusions 

2. INTERVIEWING THE GHETTO RESIDENT: 
THEORY 

Some of the difficulties encountered by recent 
survey efforts in ghetto areas have included poor 
location rates for respondents, poor quality of 
response, and high community antagonism to inter- 
viewing procedures. Hypotheses have been advanced 
that individuals not socialized to middle class 
values may not consider the interviewing situation 
one deserving of full attention and seriousness. 

In order to compensate for these factors tend- 
ing to limit the validity of interview response, 
researchers have investigated the use of inter- 
viewers "matched" more closely to lower class re- 
spondent's on a number of characteristics. As an 
example, the interviewing bias resulting from 
blacks being interviewed by whites has been well 
documented.2 

Whether higher response validity from non- 
middle class respondents can be obtained when 
interviewers are matched to respondents in other 
dimensions such as socio- economic status, age, and 
area of residence has been investigated but the 
conclusions reached have often been contradictory. 

The Los Angeles Riot Study recruited inter- 
viewers from the curfew area, i.e., the central 
black ghetto portion of the city.3 However, the 
majority of the interviewers finally used were 
black housewives in the 30 to 50 age range. Al- 
though these women lived within the black community 
they tended to be of somewhat higher social status 
than most of their respondents. 

Response bias was examined in detail in this 
study. Although there were significant differences 
in responses obtained by different interviewers, 
these differences disappeared when age was con- 
trolled. The researchers concluded that any bias 
introduced was not a result of personal bias of 
the interviewers but rather of sampling bias intro- 
duced by the interviewers due to the fact that 
older interviewers systematically interviewed older 
respondents. The magnitude of bias was small and 
a final conclusion was that the sampling bias ex- 
erted a "negligible effect on the total data 
pool. "4 

tendencies towards bias in a comparison of re- 
sponses of blacks and Puerto Ricans, its conclu- 
sions suggest that our findings concerning the 
Mexican - American team will be of similar utility 
for interviewing black populations. 

2See Hyman [2, p. 159]; Pettigrew [5, p. 50]; 

and Price and Searles [6, pp. 211 -221]. 

3Tomlinson and Ten Houten [7]. 

4lbid., p. 12. 



A thorough study of bias when interviewing 
non - middle class populations has been conducted 
by Carol Weiss.5 In a survey of black welfare 
recipients the number of truthful answers for 
several factual questions was obtained by com- 
paring the responses given to interviewers with 
information available in existing public records 
(e.g., registration and voting lists, school rec- 
ords). Respondents with a middle class orienta- 
tion were found to be more likely to bias their 
answers in a "socially acceptable" direction. 
However, the extent of the bias was influenced 

by the interviewer's social status and by the 
degree of "rapport" present in the interview 
(as reported by the interviewer). Both vari- 
ables affected responses in the opposite direc- 
tion from that which might be imagined. Inter- 

viewers of similar social status tended to re- 
ceive slightly more biased responses, and inter- 
viewers reporting high rapport got much more 
biased responses on some questions. Rapport 

seemed a more important factor, which tended 
to either wash out or confound the bias from 
social status similarities. An example of the 
effects of the two variables is found in Table 1. 

Table 1 

Net Bias in Reporting Voter Registration6 

Interviewers Interviewers 
Rapport Similar SES Dissimilar SES 

High 28% 24% 
Low 16 11 

When obtaining information on voter regis- 
tration, low rapport decreases the response bias 
for interviewers with social status both similar 
and dissimilar to that of the respondent. How- 
ever, for the questions concerning school per- 
formance, interviewers of like social status 
with high rapport received the least biased 
answers of all groups.7 

Other studies have investigated the issue 
of bias for non middle class samples. Williams8 
found that when a middle class interviewer inter- 
views a lower class respondent on items which 
the respondent might find "threatening" (i.e., 

items calling for expression of attitudes or 
admission of behavior contrary to middle class 
norms), the respondent is significantly more 

Weiss [8]. 

p. 64. The net bias is the measure 
which indicates responses biased in a "socially 
acceptable" direction. This measure is con- 
structed by taking the total number of cases 
where the interviewer obtained a response dif- 
ferent from that in the public record and sub- 
tracting those cases where the respondent re- 
ported "non- socially acceptable" behavior (such 
as not being registered to vote) when this was 
not true. The response biased to present the 
respondent in a more socially acceptable way was 
that hypothesized to be affected by the variables 
of rapport and similarity in social status of re- 
spondent and interviewer. 

No measure of statistical significance are 
reported. Although the exact N for this table 
is not given it is probably around 500 cases. 

7Ibid., p. 65. 

°Williams [9]. 
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likely to give socially acceptable responses in 
cases where the respondent is black and the inter- 
viewer white or when the respondent is of a lower 
social class than the interviewer. He theorizes 

that bias is affected by differences in status 
between respondent and interviewer, by differences 
in perception of norms relevant to the interview- 

ing session, and by the degree of adequacy of the 
role performance, especially on the part of the 

interviewer. 

Lenski9 mentions two undesirable effects 
leading to bias when lower class respondents are 
interviewed by interviewers of a higher class. 
One is the fact that the respondent is likely to 
exhibit a more general reticence in this situation. 
The second is that the respondent may see the 
norms of social deference as applying even to the 
extent that he may passively agree to contradic- 
tory items rather than express any disagreement 
with the interviewer. 

Further research is necessary to determine 
the more subtle similarities and dissimilarities 
between interviewer and respondent which may af- 
fect validity. Such factors might include meas- 
ures of the three factors mentioned by Williams 
as well as measures of the similarity of atti- 
tudes and values of the interviewer and the re- 

spondent which cannot be inferred from straight- 
forward measure of social class differences. 

In reviewing the studies mentioned above as 
well as others, the conclusion is reached that 
while there are definitely variables in operation 
which are affecting response validity, they have 
not been adequately conceptualized or measured to 
allow for the formation and testing of hypothe- 
ses sufficient to explain the bias found. 

After considerations of the pitfalls inherent 
in the use of either middle class or indigenous 
interviewers for poverty populations, the decision 
was made to use carefully trained indigenous inter- 

viewers. 

3. THE NEIGHBORHOOD SURVEY TEAM (NST) 

As part of a RAND research effort to develop 
methods for the evaluation of manpower training 
programs, the decision was made to gather new 
data in an experimental manner from several local 
manpower training programs. RAND's use of a 
Neighborhood Survey Team (NST) composed of indig- 
enous staff was based on the desire to examine the 
following hypotheses: 

1. That closely matching the respondents 
and interviewers on such variables as age, social 
class, and residence when interviewing a non mid- 
dle -class population might largely avoid obstacles 
such as inaccuracy of response that middle class 
interviewers from outside have often encountered 
in the ghetto. 

2. That using people indigenous to the ghetto 

neighborhood in the search for respondents would 
decrease the high nonresponse rates that ordi- 
narily plague surveys in these areas. 

9Lenski and Leggett [4]. 



3. That using interviewers closely matched 
to respondents would help the researchers under- 
stand better how to elicit and evaluate infor- 
mation obtained in the survey. 

4. That as a by- product of this project 
the training received by the indigenous inter- 
viewers would increase their understanding both 
of their own community and of the goals of re- 
search, possibly stimulating them to put some of 
this new -found knowledge to use in later pur- 
suits. 

5. An additional instrumental goal was to 

test a method of group organization which would 
promote a high level of commitment and involve- 
ment, a low absenteeism rate, a low degree of 
friction among team members, and a low drop -out 
rate for the team as a whole, overcoming many of 
the disappointments that have occurred in past 
efforts to organize ghetto residents to perform 
tasks usually believed to require extensive 
training. 

RECRUITMENT AND COMPOSITION OF THE NST 

The NST was composed of age, sex, ethnic, 
social class, and residential peers of the re- 
spondent group of past participants in an anti- 
poverty job training program. This program is a 
fairly complete manpower program offering a vari- 
ety of services -- general counselling, basic 
(remedial) education classes, prevocational clas- 
ses, Neighborhood Youth Corps job slots, place- 
ment in skill training in other programs, and 
job referral -- to ghetto youths aged 16 to 22.10 
Team members were recruited by asking staff per- 
sons in community agencies to recommend young 
persons of average or above average intelligence 
who resided in the target area, belonged to the 
ethnic group predominating, and who were con- 
sidered articulate, literate, responsible, and 
assertive enough to conduct interviews. These 
nominees were contacted and interviewed by a 
young black nonprofessional who proved quite 
skillful in establishing rapport with young 
adults and selecting good team members. This 
point is given some emphasis since it is com- 
monly believed that professionals or other spe- 
cially trained persons are necessary for the 
selection of interviewers; however, only one of 
the 20 team members chosen was terminated for 
disciplinary reasons. Most team members were 
recruited through the Community Service Organi- 
zation (CSO), a local self -help Mexican -American 
group. A number of the youths had previously 
participated in an 0E0-funded summer project 
through CSO, which included some unsophisticated 
neighborhood survey work. Half the team were 
males and half females, ranging in age from 17 
to 24. The average age was 18. Most were high 
school students; the remainder were dropouts and 
part -time junior college students. 

"Although our detailed finding concerning 
the effects of this program on the later job 
behavior of its participants are not yet avail- 
able, a brief summary report has been issued. 
Holliday [3]. 
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TEAM OPERATIONS 

The team operated week nights from 4:30 to 
8:30 or 9:00 p.m. and on Saturdays from 10:00 a.m. 
to 3:00 p.m. Preliminary data showed that most 
ex- enrollees of the project could not be found at 
home during normal working hours, regardless of 
their employment status. 

The interviewers worked in pairs (generally 
one boy and one girl), for reasons of security on 
the ghetto streets at night and to facilitate the 
interviewing process. (If one member found com- 
munication with the respondent difficult, the 
other generally would not.) One person conducted 
the interview while the other recorded responses -- 
allowing for a smoother, more spontaneous inter- 
view. It was also hypothesized that interviewing 
in pairs would assist the interviewers in main- 
taining a sufficiently professional interviewing 
atmosphere and in this manner reduce bias associ- 
ated with the establishment of excessive social 
rapport." 

Team members received two dollars an hour; 
they were not paid on a piecework basis. Typi- 
cally, they assembled in the afternoon. Some im- 
mediately went out for prescheduled interview ap- 
pointments; on days when interviews had not been 
scheduled for the entire team, members who had no 
appointments might go out to hunt for respondents 
who had no phone. Most team members averaged 
around 20 hours of work a week. 

Absenteeism, tardiness, and other manifesta- 
tions of irresponsibility remained at a low level 
throughout the project. 

The NST operated geographically in the heart 
of the target area. We were offered and accepted 
free office space in an agency centrally located 
in the area under study. While economical, this 

windfall proved to have certain drawbacks. Inter- 

action between agency staff and the NST tended to 
distract both and the high noise level and poor 
acoustics common to ghetto agencies hampered meet- 
ings and telephoning for interview appointments. 

After some experimentation, we found that, 
for optimum effectiveness, an NST should have a 
team leader and a clerk. For this team, the 
leader was a nonprofessional skilled in inter- 
personal relations and able to relate well with 
young people from the ghetto.. The leader became 
familiar with the purpose of the questionnaire 
and its contents as well as with the filing, paper - 
flow system, and payroll procedures. The clerk, 
a team member under the direct supervision of the 
team leader, was responsible for routine clerical 
work, the scheduling of interview appointments, 
and utilizing files, directories, and other 
sources of information on the current addresses 
and phone numbers of prospective respondents. 

"Hyman finds that interview validity in- 
creases with increased "task involvement" (i.e., 

commitment to producing good interviews for the 
sake of research goals). Validity does not in- 
crease with high social involvement in which the 
interviewer establishes high social rapport with 

the respondent for other than research goals 

(the "hen party" situation.) Hyman [2, pp. 138- 

150]. 



The leader and the clerk worked in the neighbor- 
hood base of the NST and were on call to answer 
interviewers' questions and coordinate team ac- 
tivities. 

The roles of team members and the informal 
leadership patterns of the team were not imposed 
from above but grew spontaneously from the team 
members themselves. 

TASK ORIENTED SENSITIVITY SESSIONS 

The cohesiveness and dependability of the 
NST appeared to be largely a function (apart from 

good team selection) of the deliberate encourage- 
ment of a group interaction process in which 
supervisor- employee relationships were informal 
and candid. In group discussions which might be 
described as "task oriented sensitivity ses- 
sions," personal and administrative problems 
were openly discussed. Racial and economic con- 
cerns, behavior of supervisors, and questions of 
RAND's and OEO's motives were also topics of 
discussion -- breaking taboos sometimes found in 
organizations, survey or otherwise. By handling 
these issues openly, the loyalty and esprit de 
corps of the team were enhanced. The interview- 

ers were encouraged to offer comments and ques- 
tions regarding the questionnaire and the inter- 
viewing process. This provided both a valuable 
source of feedback to the professionals and in- 
creased the interviewers' sense of participation 
and of their own stake in the overall project.12 

The many sources of bias (for example those 
resulting from interviewers "labeling" partici- 
pants in either a favorable or an unfavorable 
way) were examined, and the ways in which an 
interviewing pair could guard against such ten- 
dencies were explored. Although it was stressed 
to the interviewers that their ability to break 
through and establish rapport with respondents 
was crucial, commitment to the larger task goals 
of the research project was continually rein- 
forced. 

The organization of the interviewers into a 
team and the frequent, open discussion among 
team members and between the research staff and 
the team helped immensely to foster understand- 
ing and commitment to abstract research goals. 
This procedure would appear to be especially cru- 
cial when employing young ghetto residents who 
would be less likely to have developed task in- 
volvement through previous jobs in the area of 
interviewing. It is likely that less time would 
be needed to discuss with professional interview- 
ers the goals of a research project. However, 
in any study requiring a group of interviewers 
to function as a team, as well as in survey op- 
erations where personnel conflicts arise, these 
group discussion sessions could prove useful. 

TRAINING OF THE NST 

Training began with a brief presentation of 
the nature and goals of the RAND research proj- 

12The Los Angeles Riot Study used somewhat 

similar techniques to discuss issues concerning 
the research project and the job of interviewing. 
"Human relations groups" were held on both a 
formal and an informal basis during the study. 
Tomlinson and Ten Routen [7,.p. 8]. 
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ect. The presentation was forthright and informal, 
and questions were encouraged. Following this, 
there was a discussion of the training program to 
be investigated from the viewpoint of the team 
members13 and in terms of the goals of evaluation 
research. A considerable period was devoted to 
"icebreaking" -- getting acquainted and stimula- 
ting informal interaction between participants. 
The proposed questionnaire was distributed, read 
through, and discussed. An item -by -item "run 
through" of the questionnaire, which in this study 
was constructed to obtain primarily factual rather 
than attitudinal data, was undertaken so that the 
interviewers could gain familiarity with it. The 
initial orientation -training sessions ran from 

three to four hours. 

The next step was to organize the team into 
pairs. Some of these pairs remained intact 
throughout the project, while others were reas- 
signed in light of experiences after actual field 

work began. The most effective method of teaching 
interviewing proved to be actual interviews be- 
tween pair -partners in dry -run sessions. After 
such an interview, a debriefing was held in which 
a staff member and a pair discussed the interview 
item by item. 

Accuracy, clarity of response recording, and 

completeness were checked and reinforced. Ques- 

tions were encouraged in order to clarify con- 
cepts, develop techniques to overcome reluctance 
to respond, and to learn non- directive ways of 

clarifying or restating questions. 

During the initial interviewing period a 
close check was maintained on interviewer perfor- 

mance, especially in filling out the question- 
naire correctly. Continued group and individual 
training sessions were held as required. 

INTERVIEWER TRANSPORTATION 

It was discovered that many of the interview- 
ers were not proficient at first in using street 
maps and guides to locate respondents, but they 

learned quickly through experience. It was the 
usual practice for two or three pairs to ride in 

one car to the general area in which a group of 
respondents were located. Here again, a certain 
amount of time was spent in training the team 
member -driver to plan his trip efficiently. 

In target areas like East Los Angeles, where 
distances are great and public transportation is 

very poor, it is essential that roughly half the 
team members possess reliable cars in order to 

avoid unreasonable travel time to interviews. 
This may be a less troublesome problem in cities 

that have high population density and good public 

transportation. 

a number of team members had been at 
least minimally exposed to the training program, 
it was felt to be important to discuss this issue 

thoroughly. The possibility of any bias resulting 
from this exposure was fully discussed and hope- 
fully controlled. 



THE OPERATION OF THE NST VS. THE USE OF 
PROFESSIONAL INTERVIEWERS 

The general operation of the team was mark- 
edly different from the operation of a survey 
group using professional interviewers. Due to 
the youth of this group and the initial lack of 
commitment to research goals, the interviewers 
were consciously welded into a group to facili- 
tate reinforcement of the new norms and atti- 
tudes to which they were being exposed. The 
task oriented sensitivity sessions were also 
aimed at achieving this goal. These techniques 
might prove useful for any survey operation 
where young and /or inexperienced interviewers 
are employed. 

TYPOLOGY OF TEAM MEMBERS 

After a period of time, the youths on the 
interviewing team seemed to fall into three 
general categories. 

The first group was composed of ideologi- 
cally oriented youths who were strongly moti- 
vated to make a positive contribution to their 
community. This group generally formed the 
leadership of the team. They were interested 
in political and social issues, held many of 
the same questioning attitudes found among more 
middle -class youths on subjects such as war, 

pacifism, and racism, and were anxious to dis- 
cuss broad issues at abstract levels. They 
contributed to the questionnaire by suggesting 
hypotheses, interpreting the responses of the 
sample to the interviewing situation, and ques- 
tioning the validity and utility of the entire 
enterprise in a manner which proved most in- 
sightful for the research staff. Over time this 
group seemed to grow in influence, and their 
mannerisms and ideas were to some extent copied 
by the rest of the team. They showed the great- 
est amount of energy and enthusiasm of all team 
members but did not have the highest produc- 
tivity of interviews. This group seemed proud 
of their ethnic identity and at the same time 
were able to identify with militant segments of 
the non -Mexican -American population. 

A second group was composed of more task - 
oriented youths. This group comprised the 
"workhorses" of the team, bringing in more than 
their share of the interviews. This group did 
not seem as comfortable with their minority - 
status identity and often exhibited typical 
"anglo" (i.e., non -Mexican) tastes, patterns of 
speech, and behavior. Members of this group 
contributed to the questionnaire in a very spe- 
cific way by pointing out logical inaccuracies 
in the unrefined early editions of the question- 
naire. These contributions indicated their 
serious approach to interviewing per se, and 
their contributions seemed nearly always to 
arise from difficulties they might have encoun- 
tered in categorizing the responses of a given 
respondent rather than from ideological or po- 
litical principles. The task -oriented group 
seemed to move by choice to their "workhorse" 
positions and accepted some banter about this 
display of responsibility from the other team 
members. These youths seemed to be slightly 
afraid of being identified by the researchers 
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as typical of the people they were interviewing. 
They were, for example, less likely to admit to 
speaking Spanish." 

A third group contained a number of youths 
who seemed to be unsure of their identities. They 
had not aligned themselves with either the ideo- 
logically oriented group (whose identity revolved 
around a positive minority image and an identifi- 
cation with disaffiliated elements of the non - 
Mexican youth culture) or the more traditionally 
"middle class" oriented group. In general, this 
group seemed more apathetic and uninvolved than 
either of the other two. The three types were 
distributed equally across sex, age and educa- 
tional groups. 

The fact that group members fell into these 
categories holds implications for team recruit- 
ment, organization, scheduling of interviews and 
control of bias. Both the first and the second 
group mentioned provide important inputs to team 
functioning. Future research should include sys- 
tematic tests of bias in responses to attitudinal 
and factual questions obtained by interviewers in 
the different groups. 

3. CONCLUSIONS 

EVALUATION OF THE NST AND SUGGESTIONS 
FOR FUTURE RESEARCH 

1. Team members, by their own report, es- 
tablished good rapport with respondents. They 
claimed they were able to sense when a respondent 
was not completely candid. They remedied this 

situation by a direct confrontation of the re- 

spondent with their awareness of his evasion and 
a plea to begin again and give honest answers. 
Task involvement was stressed with the interview- 
ers in order that rapport might contribute to in- 

creased rather than diminished validity. 

In order to test possible bias resulting from 

the use of the NST as interviewers, reinterviews 
were made on 20 randomly selected cases by a dif- 
ferent type of interviewer, the team supervisor, 
at this time a non - Mexican in her mid- twenties. 
Responses were obtained to a subset of questions 
from the original questionnaire. The responses 
were virtually identical on the factual questions, 
with the exception of questions dealing with po- 
lice contact, perhaps the most "threatening" 
asked in the reinterview. 

The hypothesis that more accurate information 
was given the NST was supported by the fact that 

more respondents admitted police contact (N =6) to 

the NST. Three of these respondents denied police 

contact to the team supervisor on the second 
interview. By contrast there was no changed re- 

sponse among those reporting no police contact 

the first time (N =12). 

Replies on the attitude questions, however, 
were less consistent and differences in response 

"Through discussion sessions, the informa- 
tion emerged that all members of the team spoke 

sufficient Spanish to conduct an interview in 

that language. 



did not exhibit any discernible patterning. An 
examination of the differences in response to 
these questions indicated that rather than tailor- 
ing their answers to present a more conventional 
facade to the supervisor, the respondents were 
simply unable to accurately recall what their 
attitudes had been at an earlier time. 

More research is desirable in the area of 
bias as it occurs in factual and attitudinal 
questions. For the factual questions the method 
of the Weiss study seems most appropriate. 

Further investigations of the effects of 
status and personality variables on bias of 
interview results as well as differences in re- 
sponse to the interview situation as a function 
of race or ethnicity are also necessary. 

2. Although we were satisfied with the 
quality and the lack of bias in the interviews 
obtained by the NST, and with the fact that the 
interview refusal rate was extremely low (about 
1 %), the team as a whole did not demonstrate 
great expertness in the initial location of re- 
spondents. Part of this may be attributed to the 
lack of proper organization by the research staff. 
Although the team was well suited for obtaining 
information once the interview began, it would 
have profited from the addition of a separate 
group of slightly older youths who could have 
been regularly sent to locate the hard -to -find 
cases. While it is important that the respond- 
ents does not identify the interviewer with the 
usual bureaucracies (e.g., police, welfare, col- 
lection agencies), nevertheless a person appear- 
ing to be of slightly higher status (someone to 
be respected but still a compatriot) may find it 
easier to secure initial entry into the interview- 
ing situation. The one slightly older male (aged 

24 years) on the team was excellent in tracking 
down hard -to -find cases by making contacts in the 
neighborhood. 

Future studies might experiment with the 
advantages and disadvantages of a variety of 
other techniques to increase tracking ability. 
Interviewers interested in tracking might re- 

ceive piecework pay for locating difficult cases. 
The use of slightly higher status trackers or 
even professional tracking agencies might be 
tried. If the respondent's address is known at 
one point in time, a system of postcards for re- 
porting changes of address, perhaps offering mone- 
tary rewards, might prove successful. 

3. In addition to the main research goals 
discussed above, the NST did offer significant 
training and interesting employment to most mem- 
bers. Informal evidence indicates that interest 
in community issues seemed to be stimulated in 
nearly every case. At the end of the interview- 
ing period, one interviewer announced that he had 
constructed a questionnaire on attitudes about 
prejudice, expanded from our questionnaire, and 
was administering it in his neighborhood in order 
to write a paper for his high school civics class. 
Other team members were placed in contact with 
various funding programs that make available 
scholarships and loans for local colleges and 
universities, and a number of the group expressed 
the desire to become social scientists. Later 
contact with group members indicates that most 
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are continuing their education, and that many are 

moving into positions of community leadership. 

The names of ex -team members have appeared 
in the media as being active in various community 
organization efforts. Team members are quick to 

give credit to their experience on the NST as be- 
ing instrumental in helping them to move in these 
directions. 

Our experience with this team suggests that 
future teams might be fruitfully organized on a 

semi -permanent basis, making themselves available 
for many different interviewing jobs in ghetto 
areas. Existence of readily available teams would 
greatly decrease research start -up costs. 

4. Team members obtained a vast array of 
additional information that respondents volun- 
teered during the course of the interview. Some 

of this information resulted in development and 
modification of later editions of the question- 
naire. Discussions with team members proved to 
be a valuable source of insight to the research 
staff. 

5. At the instrumental level, the techniques 

of management employed resulted in maintenance of 
a high level of group commitment and interest dur- 

ing the entire course of the project. The con- 
tinuing use of the informal discussion sessions 
between the staff and the team was crucial in 
this respect. 

6. As this effort was managed, the operation 
was not low -cost. One reason for the high cost 

was the long start -up time required, which was to 
a large extent a function of the inexperience of 

the research staff as well as of the NST. For 

example, higher costs were incurred due to the 
fact that the hiring of the team took less time 
than anticipated and the perfection of the ques- 

tionnaire and drawing of the sample longer. An- 
other factor contributing to high cost was an 

overestimation of the number of interviewers who 
could be effectively utilized at one time (this 
fact led to a reduction in staff about half way 
through the project). 

REFERENCES 

1. Dohrenwend, B. P., "Social Status and Psyscho- 

logical Disorder: An Issue of Substance and 
and Issue of Method," Am. Sociol. Rev., 31, 

1966, pp. 14 -34. 

2. Hyman, H., et al., Interviewing in Social Re- 

search, University of Chicago Press, Chicago, 

1954. 

3. Holliday, L. P., Appraising Selected Manpower 

Training Programs in the Los Angeles Area, 
The RAND Corporation, 5746 -OEO, May 1969. 

4. Lenski, G. E., and J. C. Leggett, "Caste, 

Class, and Difference in the Research Inter- 

view," Am. J. Sociol., 65, 1960, pp. 463- 

467. 

5. Pettigrew, T. F., A Profile of the Negro Ameri- 
can, Van Nostrand, Princeton, 1964. 

6. Price, D. O., and R. Searles, "Some Effects of 

Interviewer -Respondent Interaction on Re- 

sponses in a Survey Situation," Proceedings 



of the Social Statistical Section, American 

Statistical Association, 1961, pp. 211 -221. 

7. Tomlinson, T. M., and D. L. Ten Houten, "The 

Los Angeles Riot Study Method: Negro Re- 

action Survey," Institute of Government and 

Public Affairs, University of California, 

Los Angeles, 1967 

8 

8. Weiss, C., Validity of Interview Responses of 
Welfare Mothers, Bureau of Applied Social 
Research, Columbia University, New York, 
1968. 

9. Williams, J. A., Jr., "Interviewer- Respondent 
Interaction: A Study of Bias in the Infor- 
mation Interview," Sociometry, 27, 1964, 
pp. 338 -352. 



MEASURING WELFARE LOADS 

Chairman, ROBERT H. MUGGE, Social Rehabilitation Service 

Page 

Trends in the Aid to Dependent Children Caseload in Illinois - 

WAYNE D. EPPERSON, Illinois Department of Public Aid 10 

AFDC Mothers' Response to a Mail Questionnaire - BETTY BURNSIDE, 
National Center for Social Statistics 12 

Discussion - ELIZABETH DURBIN, New York University 15 

Discussion - STEPHEN LEEDS, National Self -Help Corporation 16 

9 



TRENDS IN THE AID TO DEPENDENT CHILDREN CASELOAD IN ILLINOIS 
Wayne D. Epperson, Illinois Department of Public Aid 

In January 1965, Illinois had an ADC caseload of 55,200 families 
which included 60,000 adults and 201,100 children. These 
families were spread over the entire state however, Cook County 
which includes the City of Chicago was the home of 70 per cent 
of them. As a ratio of the population there were 58 ADC children 
for each 1,000 children under 18 in Illinois. This ratio varied 
over the state from 1 per thousand in a county in the suburbs of 
Chicago up to 265 per thousand in the southern tip of the state 
at Cairo. Cook County, itself had 86 per thousand. For the 
next two years this caseload declined reaching a low point of 
52,200 families in December 1966. Beginning in January 1967, 
the number of families receiving assistance began to move slowly 
upward and by August of that year, was increasing at the rate of 
1,000 cases per month. In January 1969, the number had reached 
71,400. During this four year period then, we saw the end of a 
decline in the caseload that had continued since 1962, and the 
beginning of a period of impressive caseload growth that is still 
moving upward today. In fact, the July caseload stands at 
76,400. 

Because of the problems created by this increasing caseload, 
the data available to us has been studied to determine the 
characteristics of these ADC families as they currently exist 
and to compare these characteristics with previously known data. 
In this way, we hoped to be able to answer some of the questions 
raised by Legislators, Administrators and the general public. 

We had two sources of information; one, concerned with the 
families added and removed from the payrolls each month, and 
the other concerning characteristics of the families receiving 
assistance each month. This characteristics information is 
updated with each change made by the caseworker and, as an 
indication of its currency at any given time, Illinois requires 
contact with the family each quarter with appropriate changes 
being made at that time. 

This paper then, covers a period of four years -1965, 1966, 1967, 
and 1968. The data relating to the additions and removals from 
the payrolls was accumulated for each calendar year -the data 
relating to characteristics is available for the month of June 
each year. 

First, let me point out that ADC families in Illinois are depen- 
dent for three basic reasons, and these primarily refer to the 
father of the children although they could equally apply to the 
mother -physical or mental incapacity, absence from the home, 
or unemployment. Most of our characteristics are concerned with 
the parent or parents who are in the home with the children and 
thus subject to our scrutiny. 

Secondly, policy changes relating to eligibility for ADC have 
been made throughout this period and we have attempted to avoid 
those statistics that would be most subject to these changes. 

Now for some characteristics data of the caseload in June of 
each year: 

The proportion of families in Cook County, which was 70 per 
cent in 1965 has slowly been increasing each year, in 1968, the 
percentage was 72 per cent. 

The non -white portion began at 73 per cent, moved up to 74 in 
1966 and eased back to 73 per cent again in 1968. 

The number of children per family was 3.64, increased to 3.70 
in 1966 and since then has declined to 3.55. 
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Ten per cent of the families in 1965 had received ADC contin- 
uously for ten years or more and this percentage has steadily 
risen to 14 percent. 

The average age of the adult payee remained constant at 34 
years until 1968 when it moved down to 33 years. 

The proportion of families who have always lived in Illinois was 

32 per cent -this slipped downward slightly in1966 but has since 
remained at 31 per cent. 

The remaining almost 70 per cent of the families, living else- 
where before coming to Illinois show the following distribution 
which has remained almost constant for the four years: 

Adjoining states of Iowa, Missouri, Indiana and Wisconsin -6 per 
cent, southern states -55 per cent and the balance of almost 9 

per cent from all other states and countries. 

The proportion of children living only with their mother has 
risen from 75 to 80 per cent. 

The status of the children's father has changed over the four 
years to some extent -the leading situation is "Father Not Married 
to Mother" which remained somewhat constant at about 38 per 
cent, - "Father Deserted' has increased each year from 27 per 
cent to 29 per cent, -Divorced or Separated Father" had also 
increased each year from 11 to 13 per cent- "The Father In The 
Home" situation has declined steadily from 18 to 11 per cent, 
"Father Deceased" remains very constant at 3 per cent -"Father 
In Prison" has declined slightly each year from 3 per cent to 2 
per cent, and "All Other Status" remains constant at 2 per cent. 

The educational attainment of the adults in the family has in- 
creased each year -50 per cent in 1965 had 8th grade education 
or less -this per cent is now 43; 37 per cent had completed some 
high school and this has moved up also to 43 per cent -the 
remaining 13 per cent in 1965 who had completed high school or 
more, is now at 14 per cent. 

The type of work experience these adults had had remained 
fairly constant -approximately 40 per cent had been "service" 
workers -"farm or other labor" accounted for 15 per cent in 1965 
but the proportion has declined to 13 per cent in 1968, "Opera- 
tives" amounted to 10 per cent in 1965 and in 1968 this was 13 
per cent, "All Other" work experience moved from 11 per cent to 
12 per cent and the proportion with "No Work Experience" de- 
clined from 24 per cent to 22 per cent. 

In terms of "Age of Children ", the large group, between 6 and 16 
years of age remained steady at 58 per cent, the 3 to 6 year olds 
dropped from 20 per cent to 18 per cent, the "Under 3 Year Olds" 
remained almost constant at 15 per cent and the "16 and Over" 
increased from 7 to 9 per cent. 

From these descriptive statistics of the families on ADC for the 
four year period, one fact stands out clearly -the changes that 
have taken place have been small or insignificant. I can sum- 
marize the findings briefly in terms of the current picture -the 
families are somewhat smaller, a few more live in Cook County, 
the non -white portion is remaining constant, families are staying 
longer on public assistance, there has been little change in the 
age of the adult payee, the proportion who have always lived in 
Illinois has not materially changed nor has the proportion from 
other places, the number of families headed by a mother has 



increased somewhat -the status of the father indicates a large 
continuing proportion are not married to the mother, desertion is 
increasing slightly, as is divorce and separation, the proportion 
of fathers in the home is declining and so is the father in prison - 
the adults are better educated than they were -the majority have 
had work experience in "Service occupations" or farm or other 
labor and a sizeable proportion have had no work experience at 
all -the age of the children in the families have not changed 
significantly with about 2/3 of them of school age and 1/3 under 
school age. 

Now the additions and removals: 

As you may realize, a growth or decline in a caseload is the 
direct result of the number of families added and removed from 
the payrolls each month. During this four year interval, 96,200 
families were added and 80,700 were removed. At the same time, 
when the caseload was examined in 1968, 49 per cent of the 
families receiving aid in January 1965 had remained on the pay- 
roll since January 1965. This means 49 per cent of the original 
caseload, in January 1965, were still with us and had not been 
included in the numbers added or removed. All of the turnover 
in the four years had occurred in just over 50 per cent of the 
original caseload. 

This turnover in families on ADC does not represent new families 
necessarily. In fact, some of the families have received ADC on 

5 or more different occasions -a parent returns home or is remar- 
ried and it doesn't work -a job is found which is later lost due 
to illness or layoff. My data is based on occasions not on 
undupl icated fami I les. 

As families are added to the payrolls, the reasons for their 
dependency are coded by the caseworkers. A compilation of 
these reasons year by year show the following information: 

Total additions each year were 21,300, 19,400, 24,300 and 31,200 
for a total of 96,200 for the four years. Although provisions have 
been made to code many reasons for dependency, 5 of these ac- 
count for over 80 per cent of the total. The leading reason is 
"Loss or Reduction of Earnings due to Layoff or Discharge ". 
In 1965, this accounted for 34 per cent of all additions; in 1966, 
the percentage dropped to 27 per cent where it remained through 
1968. Next was "Loss of Support by Parent Leaving Home" with 
22 per cent in 1965, rising to 24 per cent in 1966 and 1967 and 
dropping to 23 per cent in 1968. "Loss or Reduction of Earnings 
Due to Illness or Injury" amounted to 19 per cent in 1965, moved 
up to 23 per cent, back to 22 and was 21 per cent in 1968, "Liv- 
ing Below Agency Standards at Time of Application" moved from 
just under 4 per cent to 7 per cent during this period -which 
represents an actual increase of over 200 per cent in the numeri- 
cal values, "Transferred From Another Program -usually local 
General Assistance" remained constant at about 5 per cent. 
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In general terms, we see very little significant changes in the 
reasons for dependency with the exception of "Living Below 
Agency Standards ". 

The families added to the payrolls for reasons other than "Unem- 
ployed Parent" were further examined in relation to the "Status 
of the Father ". In this group, which constituted over 80 per cent 
of all families added, the single largest status of absent father 
was "Deserted" which amounted to 32 per cent in 1965 and 
remained almost constant through the period -"Unmarried Father" 
moved from 23 per cent up to 25 per cent, "Divorced or Separated 
Father" began at 20 per cent and climbed to 22 per cent, "Father 
in Home" situations decreased from 12 down to 10 per cent and 
"All Other Absent Father Status" including Imprisonment, in 
Military Service, Incapacitated and Other Status decreased from 
13 per cent down to 11. 

From this data, we see a small increase in Father Absent due to 
Divorce, Separation and Unmarried and a corresponding decrease 
in Fathers in the Home and "Other Absent" Status. 

Examination of the data on families removed from the payrolls 
indicate first a general decline in the numbers removed in rela- 
tion to the numbers receiving assistance. The last two years of 
increasing caseloads has 37,400 removals compared to 43,300 
during the earlier two years. In terms of reasons for removal, 
the major occurance was "Employment of Person in Home ". In 
1965, this accounted for 54 per cent and has been declining each 
year to the 1968 figure of 44 per cent. "No eligible Child in 
Home" moved from 6 per cent to 8, "Whereabouts of the Family 
Unknown" rose from 5 to 9 per cent, "Support from other benefits 
or pensions" held steady at 7 per cent, "Family Requested Re- 
moval" increased from 4 to 7 per cent. "Absent Parent Returned 
or Parent Remarried" has gradually risen from 9 to 10 per cent, 
and "All Other Reasons" remained constant at 15 per cent. 

In summary, the last two years revealed the number of families 
removed from the payrolls because of "Employment of Person in 
Home" dropped 6,300 while all other reasons actually increased 
in number. 

A large segment of the ADC population is missing from these 
statistics- according to a recent study approximately 114,000 
absent fathers were involved in our caseload of 74,000 at the 
time of the study. 

We attempted to collect some statistics in relation to them but 
at this time the results have not been completely tabulated. 

Additional trend data is available to us and most of it is tabu- 
lated County by County within Illinois. As with this data pre- 
sented today however little analysis is being made at this time. 



AFDC MOTHERS' RESPONSE TO A MAIL QUESTIONNAIRE 

Betty Burnside 
National Center for Social Statistics 

U. S. Department of Health, Education, and Welfare 

Among recipients of federally -aided public 
assistance, those receiving to Families with 
Dependent Children (AFDC)are by far the most 
numerous. In March 1969, close to 6.5 million 
persons received this form of aid.1 A majority 
of the recipients are children. However, because 
there is no father in the home of about three - 
fourths of these families,2 mothers are the 
second most numerous of all adult recipients of 
public assistance, outnumbered only by persons 
65 years of age or older who receive Old Age 
Assistance (CAA). It is estimated that in March 
1969 there vere approximately 1.5 million mothers 
receiving AFDC. 

Because the AFDC mother is often the only 
adult caring for several children,3 she is un- 
doubtedly the busiest, most hard-pressed for time 
among all adult recipients of federally -aided 
public assistance. Most of the other adults re- 
ceiving aid are older in age or disabled or both, 
and thus less active. They have fewer depend- 
ents. In a 1965 nationwide study of Old -Age 
Assistance, the response rate to a mail question- 
naire had been a remarkable 93 percent.4 But 
mothers striving to cope with the problems of 
child rearing and of living on a low income 
might be relatively poor risks as mail question- 
naire respondents, or so we thought when planning 
a nationwide study of AFDC in 1967. Our problem 
vas how best to maximise returns. 

Many different means, with varying degrees of 
success, have been used to increase mail ques- 
tionnaire returns. These have included hand- 
written notes or postscripts, follow -up letters, 
sending additional questionnaires with the 
follow-ups, stamped (vs. franked) pre- addressed 
envelopes, airmail postage, special delivery 
postage, deadlines, timing of mailings to arrive 
late in the week, follow -up postal cards or phone 
calls, free samples, and money incentives. One 
study which seemed particularly relevant to our 
problem of attempting to maximise returns 
AFDC mothers had been conducted in 1965 by 
Mackler.5 As part of the study, mail question- 
naires were sent to 100 low -income mothers or 
guardians of grade school children in New York 
City's central Harlem area, with an offer of 
$2.00 for questionnaire completion. A pencil 
and a stamped return envelope were also sent with 
the mailings. Mackler concluded that the differ- 
ence between his response rate of 65 percent and 

the 35 percent response rate obtained in a 
similar study of Harlem parents6 was largely 
accounted for by the money incentive. 

Two states were to participate in the pretest 
of our AFDC mail questionnaire, one in the South 
and one in the West. Money payments to AFDC 
recipients are made by the state or local welfare 
agency, depending on whether the public assist- 
ance programs are state operated or state 
administered. There had been some speculation 
that the high rate of response to the 1965 Old - 
Age Assistance mail questionnaire, which was 
mailed by state welfare agencies, had been due 
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in part to feelings of appreciation, obligation, 
or apprehension when approached by an agency 
which provided them assistance.? We in turn 
speculated that such feelings might be less 
likely to occur if questionnaires a 
federal agency such as the U. S. Department of 
Health, Education, and Welfare. In our pretest, 
vs decided to test this assumption, and also to 
test the incentives of a pencil sent with the 
questionnaire and an offer of $2.00 for ques- 
tionnaire completion. 

The pretest was therefore designed to include 
eight different subsamples of equal sise, four of 
them with federal study sponsorship and four with 
state study sponsorship. Under each type of 
sponsorship, the subcategories were a combination 
of money and pencil incentives, money only, 
pencil only, and no incentive. The pretest 

sample consisted of a total of 432 open AFDC 
cases, i.e., families currently receiving money 
payments, in which there was another or other 

of the AFDC children in the 
hone. Very few AFDC families have no adult fe- 
male in the home, but we wanted all respondents 
to be female and thus use sex as a control 
variable. Each of the two participating states 
furnished 216 cases drawn by systematic sampling. 
Sample cases were assigned consecutive numbers by 
the states and then randomly assigned to the 
eight subsample categories. 

The content of the mail questionnaire was 
based largely on data obtained by interviews in 
a two -state pilot study of AFDC conducted in 
1965.8 Pilot study items used were those consid- 
ered to be most successful in identifying rela- 
tive deprivation and in revealing respondent 
attitudes about welfare. For a number of ques- 
tions in the mail questionnaire, including some 
asking for opinions, precoded answer categories 
were adapted pilot study open -end question 
reply categories. Although aware of the draw- 
backs of fixed alternative opinion questions, 
we believed that in regard to welfare, most 
public assistance recipients would be likely to 
hold fairly clear opinions.9 We kept the mail 
questionnaire short, with only 32 questions for 
everyone, plus nine contingency questions. We 
provided an "anything else you have to say about 
welfare" question at the end as a safety valve 
for respondents who might feel frustrated with 
the alternatives of a rigidly structured ques- 
tionnaire (there were only two open -end ques- 
tions) or who wanted to discuss their problma.10 
To make the questionnaire appear as brief as 
possible, used a double- column format, which 
resulted in a single -fold, pamphlet -type instru- 
ment of four pages. 

Altogether there were three mailings, with the 
two follow -ups spaced at 12 -day intervals. An 
explanatory letter of transmittal, a copy of the 
questionnaire, and a stamped, self -addressed en- 
velope were sent in the initial mailing and 
first follow -up. The second followup consisted 
only of a short letter of reminder. In the 



initial mailing and first follow up letters, 
respondents were told that the sponsoring agency 
was trying to plan better welfare programs, fol- 
lowed by the statement, "... and ve think that 
people who have been on welfare can help us." 
The women were also told that their names had 
been selected by chance, their answers were need 
ed but there was no obligation to reply, and they 
were assured of confidentiality. For respondents 
in the money incentive subsaaples, a statement 
vas included that the 02.00 payment would not 
affect their welfare money grant. They were also 
asked to furnish, on a separate form, the name 
and address where the 02.00 was to be sent, just 
in case some might wish to have the money mailed 
to another address or to another person. 

We set a deadline of requesting that 
the questionnaire be filled out five days after 
its receipt. Judging from the response, this 
deadline was at least moderately successful. By 
the time of the second mailing the response rate 
was 63 percent. By the of the third mailing 
the response rate was 78 percent. For the pre- 
test, the total response rate vas 86 percent. 
Only 11 of the 432 women in the sample had moved 
and could not be located by the Post Office. 

We were elated by the response rate even 
though it fell short of the 93 percent rate in 
our 1965 Assistance study. Rates report- 
ed for other mail questionnaire studies have 
usually been in the range of 10 to TO percent 
But principal interest was in rates for the 
different combinations of study sponsorship and 
incentives. Response rates for the eight sub - 
samples were: 

Subsample 
Percent responding 

Money and pencil incentives 
Money only 
Pencil 

incentive 

86.0 
90.2 
90.6 

88.5 
88.7 
84.9 
85.2 

The pretest sample design included an expected 
response rate of 80 percent and required a dif. 
ference between subsample response rates of at 
least 10 percent for statistical significance at 
the .10 level. Based our returns, we there- 
fore concluded that neither the money offer nor 
sending a pencil nor type of study sponsorship, 
in any of the combinations, had significantly 
affected response rates. 

Although there were no significant differences 
between subsample response rates, we decided to 
test the relationship between the returns and 
several relevant study variables. One of parti. 
culer relevance was current welfare status, 
because women no longer getting aid presum- 
ably be less likely than those still on the 
welfare rolls to feel obligated to respond or be 
apprehensive if they did not. Cases currently 
open were selected for the pretest, but a time 
lapse of a month or so was unavoidable between 
drawing of the sample and the first mailing of 
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the questionnaire, and case turnover for AFDC 
tends to be highest among all types of public 
assistance.13 We had asked the women if they 
were currently receiving welfare, and 30 of the 
371 who responded replied "no ". Unfortunately, 
this distribution of the variable made it 
visable to use a chi square test of significance, 
even with correction for continuity. 

A in regard to contingency ques- 
tions is of methodological interest. Following 
the question, "Are you getting welfare now?" 
those who replied negatively were asked when 
they got their last welfare check. The contin- 
gency question vas answered by all 30 of the 
women no longer getting welfare, but it was also 
answered by 84 percent of respondents who should 
not have answered it. Mention of receipt of the 
welfare check, an understandably important event 
in the lives of welfare recipients, is apparent- 
ly a powerful stimulus. We believe that the 
response to this question makes it one of the 
most unsuccessful contingencies in the history 
of survey research --a dubious distinction. In 
the final version of the questionnaire, we took 
the easy way out and asked everyone the former 
contingency question; unwanted responses could 
be disposed of by cross - tabulation. 

Study variables, other than current receipt 
of welfare, which seemed most relevant to the 
subsample returns were respondent's race (white, 
Negro, other races); school grade completion 
(0-4 grades, 5.8, 9 or more); urban or rural 
place of residence; state of residence; her re- 
port of either having been or never having been 
denied welfare at some time; and her total time 
on welfare, including past and present episodes 
(under 1 year, 1 -3 years, more than 3 years). 
With the listings, the two states had furnished 
us data concerning race and urbanisation of 
place of residence; other data vere obtained by 
the questionnaire. Using the .10 level with the 
chi square test, as in the study design, the only 
significant relationship found was that between 
subsample returns and respondent's total time on 
welfare. Even though could not predict the 
direction of the relationship, the finding ap- 
pears to warrant further research at some time in 
thefuture. It is noteworthy that the chi square 
test result for relationship between returns and 
state of residence was unusually 

Based pretest results, we concluded that 
in our nationwide AFDC study we could expect a 
fairly high response rate without the use of in. 
centives. We did choose federal rather than 
state study sponsorship for several reasons, 
including the slightly higher total response 
rate for federal mailings (87 percent, compared 
with a state rate of 85 percent), ease of con- 
ducting the study from one central location, and 
the fact that there was some evidence, although 
not conclusive, that certain types of open -end 
replies would be made to a federal but not to a 
state agency. The relatively few criticisms of 
welfare workers and allegations of discrimination 
by respondents had all been made in question- 
naires mailed to the Department of Health, Educa- 
tion, and Welfare. We decided to repeat the use 



of two follow-ups and stamped, self- addressed 
return envelopes because ve believed they had, 
probably had a favorable effect upon the response 
rate although they not specifically included 
in the pretest design. Findings from other stud- 
ies which have tested these variables indicate 
that they are effective as inducements to 
response. 

In our nationwide study, the mail question- 
naire was sent to a representative sample of 
3,659 mothers or female caretakers of AFDC child- 
ren in the conterminous United States. A total 
of 2,969 returned completed questionnaires, 
for a response rate of 81 percent. 15 Although 
this was somewhat lower than the pretest response 
rate of 86 percent, it was relatively high for a 
mail questionnaire survey. Our pretest results 
vere therefore substantiated: Most AFDC mothers, 
although preoccupied with the problems of child 
rearing and of living on a low income, would take 
the time to reply to a mail questionnaire without 
having received any incentives. There were ex- 
pressions of appreciation in open -end replies, 
there may have been feelings of obligation or 
apprehension on the part of some respondents, but 
we believe that many of the were also 
inely interested in trying to provide information 
which they felt would help the government to plan 
better welfare programa. In other words, as 
formulated by Kahn and Canne11,16 recipients of 
AFDC were motivated to respond because of their 
perception that by communicating they would move 
toward certain of their own goals. We know with 
certainty that at least some of our respondents 
felt this way for in addition to answering the 
structured questions, they wrote in specific re- 
commendations for changes in the AFDC program. 
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DISCUSSION 

Elizabeth Durbin 
Before making specifie,Conments papers 

we have just heard, I shoùld admit that I have a 
certain prejudice against surveying welfare cli- 
ents yet again, particularly when the explicit or 
implicit purpose of the study is to say something 
about why welfare caseloads have been increasing. 
The choice of surveys as the method for answering 
questions about welfare arises, I think, from the 
client orientation of many of the welfare re- 
searchers, themselves from the social work tra- 
dition. In other words it reflects what I con- 
sider a mistaken point of view, that the answers 
as to why there are increasing numbers of people 
on welfare must lie in some attribute of the re- 

cipients themselves. I have even had the impres- 
sion that there is an unspoken fear that if it's 
nqt something to do with the clients, then the 

only alternative explanation must lie in some 
failure on the part of social workers. Too often 
welfare administrators and researchers retreat in- 
to the position that we don't know enough about 
clients to explain caseload increases, rather than 
to ask, first, what is it we need to know to un- 
derstand caseload increases, and then what are 
the appropriate means to go about getting an- 
swers. 

Indeed besides my prejudice against surveys, 

I am also not really competent to assess the meth- 

odology of any particular survey. So Miss Burn- 

side will forgive me if I confine myself to a very 

few remarks on her paper. I was impressed with 

the high response rate she reported. Since the 

purpose of the pilot study was to find the best 

means to maximize national returns, it would seem 

that the object was met. However it would have 

been interesting to know how useful the pretests 

were in explaining the somewhat lower national re- 

sponse rate. For instance, was the response rate 

lower in all parts of the country, or did par- 

ticular areas bring the average down? And if so, 

were there any explanations for such differences? 

In reading Miss Burnsides paper, I was also sorry 

from the methodological research point of view 

that she hadn't broadened the concept of the in- 

centive to respond. Particularly if she felt that 
an important reason for the high response rate was 

the motivation to contribute to changes in wel- 

fare policies, it would have been interesting to 

have tested differences in the wording of that 

introductory letter. But I realize this is being 

somewhat wise after the event. 
Since I have been involved in a study of wel- 

fare caseloads in New York City, and have collect- 

ed data similar to Mr. Epperson's, I have more ex- 

perience to draw upon in commenting on his paper. 

As my introductory remarks also implied do feel 

that there are more fruitful approaches to under- 

standing the dynamics of welfare caseload than 

surveys of recipients. Indeed it is precisely the 

understanding of the inflows and outflows on wel- 

fare programs, to which Mr. Epperson's paper con- 

tributes, that is vital for us to begin to under- 

stand why families have been seeking government 

income support in ever increasing numbers. For 

this reason I was also particularly disappointed 

that Mr. Epperson refrained from making any in- 

terpretations of the data he presented. 

My findings in New York City were similar to 

much that Mr. Epperson found in Illinois. Al- 

though I have separate data for 
ADC and the unem- 

ployed part of the program, I also 
found that 

, New York University 
loss of a job, loss of a parent and illness were 
the primary reasons given for opening cases. Em- 
ployment was also an important cause for closing 
ADC cases, although the reason "increase of re- 
sources" was as important in New York City. How- 
ever it would seem that in the closings data the 
reasons are classified somewhat differently in 
New York from Illinois. Comparable figures on 
the status of mothers and fathers show that a 
larger proportion of mothers coming on ADC are 
unmarried in New York, 32Z, and desertions con- 
siderably higher than divorces and separations, 
possibly due to some difference in the process of 
getting separations. I also found that only a- 
bout 12% of ADC homes had fathers present. You 
may be interested to know that I collected such 
data for ten years, and over the longer period 
considerably greater changes had taken place than 
in the period 1965 to 1969, both with respect to 
reasons for opening and closing cases and for 
family status. 

However, I dispute Mr. Epperson's conclusions 
that changes have been "small or insignificant ", 
on conceptual grounds rather than on the basis of 
his data. Indeed I would contend that his data 
suggest the opposite of his conclusions. For 
while his data on the characteristics of the total 
caseload show unmarried mothers at 38 %, desertion 
at 27 -29% and divorce or separation at 11 -13 %, the 
data on incoming cases show a much lower propor- 
tion of unmarried mothers, a somewhat higher pro- 
portion of divorced and separated mothers. This 
suggests to me at any rate that the cases now 
opening are considerably different from the aver- 
age, and thus in time would be expected to alter 
the average characteristics in this direction. 
This demonstrates the general proposition that 
small changes in characteristics may conceal im- 
portant changes in inflow; for the inflow is gen- 
erally fairly small compared to total caseload. 
And incidentally this is a good illustration of 
the deficiencies of surveys of the whole caseload 
in understanding current dynamics. 

Finally while I applaud the generation of 
the kind of data Mr. Epperson presented, I do 
feel it is somewhat inadequate for his stated pur- 
pose of answering some of the questions raised a - 
bout rapidly increasing caseloads. For the truth 
of the matter is that caseloads have been rising 
for a number of reasons, not least of which is 
that welfare administrators, for one reason or 
another, have been letting many more applicants 
on to the programs than hitherto. I do not know 
the situation in Illinois, but in New York City 
applications for ADC increased from roughly 4,000 
a month in 1965 to 6,000 in 1967, but openings 
almost doubled, reflected in the increase in the 
acceptance rate from 64% to 76 %. Another impor- 
tant factor in New York State was the 30% increase 
in benefit allowances in 1966, which automatically 
increased the eligible population. The basic 
problem of any adequate analysis of caseload in- 
creases is to isolate on one hand changes due to 
increased availability of welfare, which may be 
manifested in increased acceptance rates, rising 
allowance levels or both, from, on the other hand, 
the responses of the potential client population 
to these and other relevant factors. We are only 
just beginning to think about how this can best 
be done. Thank you. 
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Discussion 
Stephen Leeds, National Self -Help Corporation 

It seems to me that there are three major 
factors which must be dealt with in "measuring 
welfare loads," if this measurement is to have 
any meaning. Since welfare is a very important 
contemporary issue, it does not suffice to rat- 
tle off some static indicators of caseload char- 
acteristics, nor to test some laboratory -like 
hypotheses concerning response rates to mailed 
questionnaires. Furthermore, asserting that the 
AFDC rolls have evinced a meteoric rise in the 
last three years despite great economic progress 
reveals a misunderstanding of what welfare really 
is all about. Welfare is a measure of imbalance 
in our society. 

The first factor with which we must deal is 
related to the dimensions of the poverty pool of 
eligible and potential recipients, and thus to 
the economics of race and class in America. Data 
concerning this issue are available, or may be 
derived, from various Bureau of Labor studies 
from the Census, and from many surveys. We must 

confront the fact that the median family income 
in New York City's ghettos was $4000 in 1966, or 
exactly what it was in 1960....except infortunate- 
ly for inflation and sales taxes, etc. And we 
must confront the fact that one out of every five 

jobs in this City today pays under $80 per week, 
that minimum wages stand at $3200 per year -- 
gross income -- while the current welfare grant 
for a family of four is roughly $3500 annually -- 

net income! 

Yes we've had economic progress, but not the 
poor. They are worse off today than six or eight 
years ago. Approximately 200,000 families in 
New York City are headed by a man who is working 
but earning less than what welfare defines as his 
household's minimum needs. Most of these families 
are Black or Puerto Rican. Why should a man work 
40 or more hours each week to maintain his family 
in defined poverty? Out of pride? Why shouldn't 
the man leave, at least ostensibly, keeping his 
$3200 job, and put his wife and children on wel- 
fare for another $3000, or more.... thus bringing 
his total family income close to the median for 
the City as a whole of $7000 to $8000? 

The second factor in measuring welfare loads 

is related to these questions: acceptability of 
welfare. Welfare, for many, is no longer a dirty 
word. In fact it's not a problem, but rather a 

solution. Welfare has become a "right;" it is no 
longer a privilege. Get out your attitudinal sur- 
veys and delve into the Black or Puerto Rican 
mind. You know, in this City about 30% of the 
Blacks and 40% of the Latins receive welfare. In 
the face of such staggering statistics it must be 
obvious that welfare is now acceptable. Look at 
the newspapers; recipients are organizing and 
demonstrating for benefits. They are not ashamed 
or embarrassed! Welfare is their right. But 

more than that too. Anti- poverty agencies, com- 

munity corporations, and Medicaid teams have 
played no little part in referring potential cli -. 
ents to the Department of Social Services. Wel- 

fare is acceptable to many of the professional 
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and "para- professional" people in the poor com- 
munities. It is no coincidence that the caseloads 
doubled with the advent of the War on Poverty, and 
with the incursion of these agents into the ghet- 
to's daily life. 

The final factor I wish to bring to your at- 
tention is perhaps the most difficult to measure: 
the political -administrative welfare apparatus. 
Let me give an example. The State Legislature 
passed a regressive welfare bill here on March 29. 

While grants were cut by about 8 %, and although 
such humane concepts as minimum standards were 
abolished, this Bill should not have had too great 
an effect on caseload growth. Poverty was still 
here; inflation was still rampant; welfare was 
still a right. Yet the word was out; the screws 
were being tightened. Almost immediately, the 
caseload growth dropped from an annual average of 
16,000 additional persons each month to only 
5,000. 

In what can only be characterized as a "work 
action," the Department of Social Services began 
to follów the letter of the law with regard to 
welfare applications. Every document suddenly 
had to be verified, although the Department has 
maintained that its ineligibility rate among re- 
cipients was constant for years at well under 5 %. 

Clients were harrassed, applicants discouraged. 
How else does one explain. a 60% drop in growth 
rate within the course of a month or two. But 
how does one measure the variable enforcement of 
laws and regulations, and how does one measure the 
side -effects of crackdown and repression? 

I want to be brief, but I can not close with- 
out mentioning President Nixon's recent welfare 
proposal, especially that part related to Manpower 
and Training, which is close to my area of exper- 
tise, and which I consider doomed to abysmal fail- 
ure. 

New York City's Department of Social Services 
schedules some 10,000 interviews each month with 
recipients to determine employability. Of these, 
5000 are kept. Of these, some 500 result in job 
or training placements; for a 5% to 10% batting 
average. Four out of five jobs obtained for re- 
cipients pay less that $80 per week, in the most 

vulnerable occupational areas. And former welfare 
recipients act no differently than other people in 
dead -end jobs: they lose them. A child -care prob- 
lem, a sudden illness, or a moderate debt -- these 
are enough to create a crisis which puts the 
family back on the dole. With no financial cush- 
ion, they have nowhere else to turn. 

So we find, in New York City, that almost 40% 
of the AFDC case openings each year are in fact 
re- openings. Of the roughly 20,000 AFDC case 
re- openings each fiscal year which closed pre- 
viously during the same fiscal year, about 12,000 
are brought about by job loss. There is a revol- 

ving door between welfare and work among the poor. 
In fact, some 15% or more of this City's recipients 
are in families getting public assistance in 



addition to wages. Many other cases are publicly 

aided in addition to work -related benefits such as 

OASDI, pensions, unemployment compensation, etc. 

A study I conducted of male heads of AFDC -U 

households in New York revealed that less than 

one third were rated as having good potential for 

more than marginal jobs. Almost half were in 

need of intensive remediation; over two fifths 

had less than a grammar school education; one 

fifth had chronic health problems; and half mani- 

fested a history of poor job stability. 

Let's face facts! Many welfare recipients 

are not going to become permanently self- support- 

ing at a decent standard of living under our cur- 

rent system. In its first year of operation, New 

York City's Employment Incentive Program, which 

allowed clients to keep a fair proportion of earn- 

ings in addition to their welfare grant, only 

managed to remove 100 of the roughly 4000 partici- 

pants from the rolls. The Work Incentive Program 

in this City has only filled about 3000 of its 

8500 slots; and this includes both training and 

employment opportunities. 
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So what's all this talk of Manpower and 
Training. People work for money in this country 
-- for how much they can go into the weekend with. 
People are not going to go out of their way to 
earn $3920 a year, at least not up North. We 
don't have the jobs and we're not willing to pay 
and we're not going to put a dent in the rolls 
under Nixon's plan. 

Is there a way out? Yes! You know, in 
New York City garbagemen earn $9500 per year, 
base salary. Here's a job that requires no 
training, no skill, but pays almost $5 an hour. 
The government foots the bill. If the government 
were willing to use the same criteria for other 
jobs as it does for garbagemen, it could lick 
the welfare problem. The secret is adequate pay, 
a guaranteed adequate income. If we offered every 
AFDC mother, and every working man with a family, 
a job paying $7000 or more we'd cut the rolls by 
70 %. 
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METHODOLOGICAL AND INTERVIEWING PROBLEMS HOUSEHOLD SURVEYS 
OF EMPLOYMENT PROBLEMS IN URBAN POVERTY NEIGHBORHOODS 

Earle J. Gerson, U. S. Bureau of the Census 

Description of the Survey 

Despite the relative abundance of National 

data relating to poverty and employment problems 
in the United States, the amount of current 

information available for specific urban poverty 

neighborhoods has been negligible. Although 
many persona had called for study and several 
major action programs had begun earlier, the 

Nation's attention began to focus on problems of 
the urban poor after the Watts riot of 1965. At 

that time, the Census Bureau was asked to conduct 
a Population and Housing Census of the area to 
provide officials with an up -to -date inventory 
of social and economic conditions. 

Since then, several Federal agencies, includ- 

ing the Department of Labor, the Department of 
Housing and Urban Development, and the Office of 
Economic Opportunity, have established programs 
to combat the perceived problems of urban 
poverty neighborhoods. During the development 
and operation of these programs, it became clear 
that information more current and in some respects 
more detailed than decennial Census data would be 
valuable for efficient allocation of program 
resources. Several National poverty- oriented 

studies were undertaken during this period, 
including the Survey of Economic Opportunity, 
sponsored by the Office of Economic Opportunity, 
and longitudinal surveys sponsored by the 
Department of Labor and the Social Security 
Administration. However, these did not meet the 
needs for data for individual poverty areas. 

Accordingly, in July 1968, the Department of 
Labor initiated the Urban Employment Survey in 
selected poverty neighborhoods of six large 
cities. The Census Bureau is responsible for 

collecting and compiling the survey data and 
the Bureau of Labor Statistica, for analyzing 
and publishing the survey results. 

Although not a case history, this paper 
describes the principal features of the survey, 
problems encountered to date, and some concerns 
regarding potential problems. 

The survey covers a broad range of topics, 
some of which are covered Nationally and on a 
regular basis by the Current Population Survey. 
Other topics are specifically focused on poverty 
neighborhood problems and would have limited 
relevance to other populations. 
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The principal subjects covered are current 

labor force status, work experience, and family 
income, which are regularly included in the 
Current Population Survey, and work history, job 

training, migration history, ethnicity, barriers 
to employment, and job attitudes, which are not. 

Because of the importance of the topic and the 

need to explore each category of involuntary 
nonparticipants in the labor force in detail the 
inquiry on barriers to employment constitutes 
the largest single set of questions. 

The required information on household member- 

ship and characteristics, and on the current labor 
force status of persons not present at the initial 

interview, is provided by a responsible adult 

household member. Each adult (16 years old and 

over) is then interviewed personally to verify 

the current labor force status reported for him 
and to provide information on the other topics 
covered in the survey. Approximately 15 minutes 

are required to complete the household questions, 

and 20 minutes per adult for the personal 

interview. 

The six cities included in the UES are Atlanta, 
Chicago, Detroit, Houston, Los Angeles, and 
New York. They were selected because the Labor 

Department operates a concentrated Employment 
Program in each, and because of the ethnic and 
regional diversity they encompass. In each, a 

set of Census tracts, not necessarily contiguous, 
was designated as the sample area. In addition, 

the remainder of the city in Atlanta and in 
Detroit were designated as separate sample areas, 
in large measure to serve as control groups. 

The reliability objective for each area is to 

produce an annual average estimate of a character- 

istic held by two percent of the population, with 
a coefficient of variation of ten percent. 
Accordingly, a probability sample of 3500 inter- 
viewed households (7700 persons 16 years and 

over) per area, per year was designated for the 

survey. This is divided into 52 weekly sub - 

samples of approximately 70 households. Inter- 

viewing is spread uniformly through the year 

for efficiency of data collection and to control 

for the effects of seasonal variation. After 
the initial year of operation, July 1968 -June 
1969, one -half of the sample each week is being 

interviewed for the first time and one -half are 

retained from the previous year's sample. This 

partial sample rotation pattern, when compared 

with use of a new sample each year, is expected 

to yield improved reliability for estimates of 
year -to -year change. 



The data are collected a staff of inter- 

viewers who, for the most part, work full -time 
on the survey and who reside in the neighbor- 
hoods covered by the survey. They are under 
the direction of the Census Bureau's full -time 

field supervisory staff which, in five of the 
cities (all except Houston), is located in the 

same city. In three of the cities, separate 
offices are maintained in the poverty neighbor- 
hoods for ease of communication with the 
interviewers. 

Each beginning interviewer receives several 
days of classroom training, followed by one or 
two days of on- the -job training. Thereafter, 

he periodically is given self -study assignments 
and further personal training and is observed 
by a supervisor while working. In addition, 

all of his questionnaires are edited and a sam- 
ple of his work is reinterviewed by supervisory 
personnel. Corrective action is taken as 
required. 

Because a major purpose of the survey is to 
meet data needs for the individual poverty 
neighborhoods, separate tabulations are prepared 
for each of the eight sample areas. Tables 
based on the approximately 175 items on the 
questionnaires are prepared for the total 
population of each sample area and for major 
ethnic groups within it. The data for indivi- 
dual cities are analyzed and published by the 
Bureau of Labor Statistics Regional Offices. 

The operations and design features described 
above relate to the cross -sectional aspect of 
the survey, which describes the characteristics 
of the current residents of these neighborhoods. 
It is possible that, if anti- poverty efforts in 
these areas are successful, the characteristics 
of the current neighborhood residents might not 
fully reflect that success. Those who acquire 

better jobs and higher income through the 
efforts of the programs may seek better housing 
and a more favorable environment in different 
neighborhoods. They may be replaced by persons 
of lower economic status or the population of 
the area may decline. 

To gain some insight into this problem, a 

sample of persons who were interviewed for the 
survey are interviewed one year later. Most. 

will be found at the addresses at which they 
were originally interviewed, but others will 
be followed to their new addresses anywhere 
in the conterminous United States. The sample 
of persons who moved is not considered large 
enough to provide sufficiently reliable data 
for the individual poverty neighborhoods, and 
will be tabulated at the end of the second year 
of the survey for all six poverty neighborhoods 
combined. 
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Methodological and Interviewing Problems 

The problems of conducting the Urban 
Employment Survey are basically similar to 
those for other household surveys, but their 
severity and implications may be greater in 
UES. To the extent that they vary in degree 
between cities and over time, they may also 
make inter -city and time series comparisons 
difficult. 

The first problem area is coverage of the 

population. How complete is the sample and 
does it include proportionally all elements 
of the sample area population? 

The designation of addresses for inclusion 

in the sample was from reasonably complete 

sampling frames, was carefully checked, and 
appears not to account for any substantial 
undercoverage. Any problem of population 
coverage there may be would, therefore, relate 
largely to missed persons at the designated 
sample addresses. 

Unfortunately, there is little direct 

information available regarding the size and 
characteristics of the current population of 
poverty neighborhoods, as defined for this 

survey. Such information would be required to 
determine whether a coverage problem exists, 
how great it is, and which sub- groups are most 
affected. 

Independent population estimates are avail- 

able Nationally and are used in evaluating 
coverage in the Current Population Survey and 
in decennial Censuses of Population. The 

general conclusion of coverage evaluations for 

these programs is that population groups of 
major concern in a study of poverty neighborhood 
employment problems--Negroes and young males- - 
present a substantial coverage problem. 

Siegel (1) has prepared estimates of population 

undercoverage in the Current Population Survey 
(CPS) in 1965. Since the coverage procedures 
used in the CPS and the UES are similar, 
Siegel's estimates can be considered indicative 
of the magnitude of the problem that might be 
expected in the UES. Unfortunately, however, 

they relate to National population estimates and 
not to the central cities of large metropolitan 

areas that are the UES areas. 

Siegel's data (2) (Table 1) were derived by 
comparing population estimates from the CPS 

before adjustment to independent population 
controls with a "corrected" or best estimate of 

the population based on demographic analysis. 
They indicate that the CPS, with its reasonably 
well trained interviewing staff and its stress 
on quality control, has a significant under - 

coverage problem and that the problem is great- 
est among Negroes and other races. 



TABLE 1. Estimated Percentage Net Understatement of the Population 

14 Years and Over, by Age, Sex, and Color, in the 
Unadjusted Current Population Survey Estimates: 1965 

Negro and Other Races White 
Age 

Male Female Female 

Total, 14 and 
over 16.8 8.8 7.0 4.2 

14 -19 7.3 5.2 2.8 3.1 

20 -24 30.1 16.5 10.9 7.8 

25 -29 20.9 11.7 9.2 6.0 

30 -34 23.7 8.3 9.3 2.8 

35 -39 22.6 2.3 6.8 2.7 

40 -44 18.1 0.2 4.3 * 

45 -49 15.8 6.0 6.7 1.0 

50 -54 13.0 9.6 6.0 4.3 

55 -59 18.5 20.5 8.0 6.9 

60 -64 13.3 7.2 7.5 6.4 

65 and over 6.4 13.4 8.7 5.7 

Percentage between + 0.05 and - 0.05 
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Only thirty percent of the poverty neighborhood 
population covered UES is white, and of this 
thirty percent, most are Puerto Ricans or Mexican 
Americans who possibly present coverage problems 
of the same nature as Negroes and other races. 
Thus, the data in Table 1 for Negroes and other 
races imply much regarding the UES results. If 

UES does miss close to one -fifth of the Negro 
males in the prime working years, what is the 
impact on such measures as family income, 
unemployment rates, and participation in job 
training programs? 

At present, there is no fully adequate direct 
measure of UES coverage. Although a reinterview 
program is conducted using supervisory personnel, 
this method has not, in other current surveys, 
measured the full extent of undercoverage. 
Comparisons of UES estimates with data from the 

1970 Census will be made, but this will provide 
only a measure of relative coverage. 

A second major problem is that of nonresponse. 
There are two types of nonresponse in the UES. 
The first is a failure to contact and interview 
any adult member of a household. This household 
respondent, as noted earlier, provides infor- 
mation on the characteristics of the household, 
current labor force status of persons not at 
home during the initial interview, and all 
required information relating to himself. In 
this type of noninterview virtually no infor- 
mation relating to the household is available. 
The second type of nonresponse is failure to 
interview each person 16 years of age and older 
to confirm his current labor force status, and 
obtain the required data on work history, income, 
barriers to employment, job attitudes, and other 
subjects reserved for the individual's interview. 
Thus, in this type, most of the required infor- 
mation is obtained from the household members who 
are interviewed. Only the part of the report to 
be obtained from missed individuals is lacking. 

Interviewers are allowed nine days to complete 
their assignments. Thereafter, the field super- 
visor personally attempts to reduce the number 
of noninterviews. In some cities noninterviews 
are reduced by about half through this procedure. 

Although imputations are made for missed 
household and personal interviews, they are 
undesirable substitutes for reports from the 
designated households or individuals. Since 
several studies have indicated that the charac- 
teristics of nonrespondents often differ markedly 
from those of respondents, it is reasonable to 
conclude that the survey results are subject to 
noninterview bias of unknown magnitude which is 
proportional to the noninterview rate. 
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In the three months ending in June 1969, the 
noninterview rate for households was 4.1 percent 
and for persons, 5.4 percent. Although the 
overall household noninterview rate compares 
favorably with that for poverty areas in other 
surveys and has declined in recent months, the 
combined effect of the two types of noninterviews 
on the survey results can be important. Close 
to one -tenth of the data derived from the personal 
interview portion of the survey are imputed, 
based on the reports of interviewed persons. 
This rate varies widely city, with the result 
that the imputation rate for two of the six 
cities is approximately 50 percent higher than 
the six -city average. 

The major burden of a successful data collec- 
tion operation falls on the interviewing staff. 
Reaching difficult to contact persons, evoking 
cooperation from the reluctant, and obtaining 
full and accurate responses to the questionnaire 
are skills that must be developed. In a long 
interview with the culturally deprived, perhaps 
suspicious or cynical poverty neighborhood 
residents, a higher than ordinary skill would 
seem appropriate. 

The interviewers employed for the survey are 
high school graduates and some have attended 
college. The majority work full -time as Census 
Bureau interviewers although some work on other 
surveys, as well as the UES. Their rate of pay 
is approximately 20 percent higher than other 
Census Bureau interviewers. About 40 percent 
are males. 

A study of learning curves for Current 
Population Survey interviewers has shown that 
two and one -half years (3) are required for an 
interviewer to achieve peak performance on the 

survey as measured by noninterview rates and 
the frequency of edit problems. A high rate of 
staff turnover, therefore, can be interpreted 
as an indication that there is insufficient 
time for the average interviewer to develop and 
accumulate higher level interviewing skills. 

Interviewer turnover, defined as the number 

trained in excess of the number of positions, 
was over 100 percent during the first year of 
the survey. Of the 72 interviewer positions 
in July 1969, only 27 are filled by persons 
trained a year earlier at the start of the survey. 

The reasons for the high turnover rate cannot 

be fully determined, but several categories of 

separations are indicative of the problems of 

optimum selection and retention of staff. 



First, there are competing opportunities in the 
job market. Some interviewers have left for more 
remunerative or desirable employment. Second, 

others have lacked basic language, quantitative, 

or other skills required for adequate job perfor- 

mance. Next, a number of interviewers were 

unable to function adequately in a situation 
wherein they establish their own work schedule 
and are required to stay current with their work 
and meet Census Bureau performance standards. 

Another reason for separation is a reluctance 
to be exposed continuously to the crime problem 
in poverty neighborhoods. Several interviewers 
have been beaten and robbed while interviewing. 

Finally, a few were dismissed because the 

reinterview program disclosed that they had 
falsified some interviews. Falsification is 
not an uncommon problem in surveys. Steinkamp(4) 

noted that three of twenty -one interviewers used 
in a Consumer Savings Project were found to have 
"curbstoned." Gallup (5) was interviewed by the 
New York Times after curbstoning by two of 
twenty -six interviewers had been discovered in an 

attitude survey of Harlem residents. He stated 
that "the difficulties of doing a scientific 
poll in Harlem are extreme Cand that] a 

few other ghetto districts might be equally 
tough The normal living patterns are 
completely disarranged .... They just don't want 
to talk to a stranger." 

The importance of the interviewer's role in 
the communication process and the quality and 
money costs of turnover, make this one of the 
major problems of the program. 

The final major category of methodological 
problems relates to the comparability of UES 
data with the results of other surveys and 
Censuses. Certainly, comparisons of data from 
the UES and the Current Population Survey will 
be made. 

Even with the use of identical questionnaires 
in two surveys, differentials in the degree of 
error or in the procedures followed can account 
for some of the differences in the results. 
In addition to the problems of coverage and 
noninterview bias cited earlier, the relative 
frequency of response error and processing 
error can have a major effect on comparability. 
It is seldom possible to measure the total error 
in surveys adequately, but there is reason to 
believe that for some subjects it is of suffi- 
cient magnitude that sharp variations can effect 
the comparability of survey results. 
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There are two notable aspects in which UES 
procedures differ from those in CPS which may 
reduce comparability. not specifically 
problems of conducting surveys in poverty 
neighborhoods, they do reflect on possible uses 
of the UES results. They are also indicative 
of the concerns of the survey practitioner in 
designing a survey program, the results of which 
will be linked with other programs. 

One is the sample rotation pattern. In CPS, 

households are interviewed four times at 

monthly intervals, are dropped for eight months, 

and then returned for four more monthly inter- 
views. There is a pattern of differences in 
unemployment rates by month in sample. the 

UES, on the other hand, retains sample house- 
holds for only two interviews, scheduled one 
year apart. If there is a differential condi- 
tioning effect in the two surveys, it will 
produce spurious differences in the data. This 
effect in the UES data will be studied as the 
second year results became available. 

The other example of noncomparable procedures 

is the use of a household respondent in CPS and 

a direct interview with each person in UES. 
Although the effect of this might vary for the 
many topics covered in the surveys, it cannot 
be disregarded. 

The separate effects of several of the 

categories of problems mentioned here can, in 
time, be measured or at least estimated. They 
have been presented here primarily as illus- 
trations of problems in household surveys in 
general and specifically of their impact in 
applications in urban poverty neighborhoods. 
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INTERVIEWER -RESPONDENT INTERACTION IN A HOUSEHOLD INTERVIEW 

Kent H. Marquis, Survey Research Center, The University of Michigan 

A recently completed study analyzed the 
verbal interaction that took place between 
interviewer and respondent when a revised ver- 
sion of the Urban Employment Survey was used. 
The technique of verbal interaction analysis 
is a relatively new approach to studying the 
household survey. It offers some promising 
insights. 

In 1964, with the help of the National 
Center of Health Statistics, the U.S. Public 
Health Service, and the U.S. Bureau of the 
Census, we set out to test a general model of 
the dynamics of the interview in which respon- 
dent demographic characteristics were hypothe- 
sized to cause respondent attitudes, motives, 
levels of knowledge, and ways of perceiving 
things. It was thought that these psycholog- 
ical variables, expressed in behavior during 
the interview, were responsible for the ac- 
curacy and completeness of household interview 
data. Five data collections were involved: 
1. Health information from the initial interview 
with the respondent. 2. Interviewer ratings of 
each initial interview. 3. Counts of inter- 
viewer and respondent behaviors during the in- 
terview recorded by a third person. 4. Atti- 
tude, motive, knowledge and other data about 
the respondent collected in an additional in- 
terview the day after the original interview. 
5. A wide range of data about each of the 
health interviewers obtained by interviewing 
them at the end of the study. 

The results of this study were quite 
surprising. Measures of interviewer and re- 
spondent attitudes, satisfactions, motivations, 
knowledge, etc., were not correlated with the 
amount of health information obtained. On 
the other hand, the greater the rate of be- 
havioral activity of the respondent, the 
greater the number of items he reported. This 
held true after correcting as much as possible 
for factors causing spurious correlations and 
regardless of whether the behavior was task - 
oriented or interpersonally oriented. 

This study led us to conclude that the 
major influences on the accuracy or complete- 
ness of data obtained in interviews are the 
actual behavior of the participants and other 
parameters which have an effect on the im- 
mediate situation (e.g., question character- 
istics). This conclusion is supported by 
other programs of research relevant to the 
interview, such as Matarazzo et al. (2) on 

interviewee speech duration, and Rosenthal (3) 
on experimenter bias. 
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DESIGN AND PROCEDURES 

In the design of the following study the 
respondent's race and age were the main in- 
dependent variables and the kind of verbal 
interaction between interviewer and respondent 
was the dependent variable. Respondent race 
(black and white) and respondent age (18 -34 or 
36 -64) were combined in a 2 x 2 analysis of 
variance design. All respondents were employed 
males. Four female, middle -class, newly trained 
white interviewers conducted the interviews. 
Four separate probability samples, one for each 
of the respondent groups, were drawn from the 
population of Detroit, Michigan. One- hundred- 
and- eighty -one usable interviews were obtained, 
about 45 in each sample group. Several com- 
plicating factors in the design and field pro- 
cedures caused trouble in obtaining satisfac- 
tory response rates in inner -city areas. The 
response rate was between 50 and 60 per cent. 

The questionnaire was a modified version 
of the 1968 Urban Employment Survey of the 
U.S. Department of Labor. We retained only the 
questions applicable to the employed and, of 
these, we discarded many questions that were 
asked only of sub -groups in the sample. 

The verbal interaction throughout the 

entire interview was recorded with a small, 

compact, portable tape recorder. The respon- 
dent was given the opportunity to refuse to 
have the interview recorded and one respondent 
did refuse. Most recordings were coded di- 
rectly from the tape. We lost seven inter- 

views (4 %) because of inaudible recordings. 

The system of behavior coding was adapted 
from the one used in the study of the health 
interview. We coded reliably observable be- 
havior such as "asks question," "gives re- 

sponse," "probes," "laughs," etc., rather than 
inferences like "shows hostility," "is en- 

thusiastic," "appears bored," etc. The com- 
plete system of codes, summarized in Table 1, 

contained 36 categories of verbal behavior. 
At the end of coder training the inter -coder 
reliability, computed on a code -by -code basis, 

was between 75 and 80 per cent. 



TABLE 1 

SUMMARY OF VERBAL BEHAVIOR CODES 

Interviewer 

Q Correct question 

Incomplete question 

-1 Inappropriate question 

X Incorrect question 

Repeat question 

* Mistakenly omitted question 

N Question omitted because 
answer already given 

H Question skipped per instructions 

P Non -directive probe 

D Directive probe 

C Gives clarification 

Volunteers information 

Respondent 

R Adequate answer 

Inadequate answer 

Don't know answer 

G Refuses to answer 

J Other answer 

E Elaboration 

C Asks for clarification 

Both Interviewer and Respondent 

F Gives feedback 

U Continuing feedback or unsuccessful interruption 

T Repeats answer 

A Irrelevant conversation 

S Gives suggestion 

M Polite behavior 

B Successful interruption 

L Laughs, jokes 

Y Talks to another person 

Other verbal behavior 

RESULTS 

Respondents contributed 44 per cent of the 
verbal behavior in the average interview and 
interviewers accounted for the remaining 56 
per cent. This is in marked contrast to the 
results of the previous observation study in 

which respondent behavior constituted a very 
large majority of the total verbal behavior in 

the interview. 

Interviewer behavior can be classified 
into three broad areas: question asking, 
probing, and giving feedback. (See Table 2.) 

Interviewers are supposed to ask the questions 
exactly as printed on the questionnaire; accord- 
ing to Table 3, 92 per cent of the questions 
were asked correctly. 
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Good interviewer training stresses that 
non -directive probing is needed. About 22 per 
cent of all interviewer behavior was devoted to 
probing of some sort: repeating the question, 
non -directive probing, directive probing, and 

repeating answers. For this study, the inter- 
viewers behaved the way they were trained. 
Table 4 shows that about 72 per cent of the 
probing was non -directive and another 9 per 
cent consisted of repeating the question, which 
is another form of non -directive probing. The 

remaining 19 per cent were directive probes. 
This was considerably lower than the 42 per 
cent found in the previous observation study. 



TABLE 2 

FREQUENCY AND PER CENT OF INTERVIEWER BEHAVIOR, 
BY CODE CLASSIFICATION 

Interviewer Behavior 
Code Classification 

Frequency 
All Interviews 

Per Cent of Total 
Interview Codes 

Asking questions (Q,<,-,,X) 18,169 37 

Probing (_, P, D, T) 11,230 22 

Giving feedback (F) 11,498 23 

Other (All other codes) 8,948 18 

Totals 49,845 100 

TABLE 3 

FREQUENCY AND PER CENT OF INTERVIEWER QUESTION ASKING BEHAVIOR 

Interviewer Behavior 

Questions asked correctly 

Incomplete, inappropriate, 
incorrect questions 

Totals 

Frequency Per Cent of Total 
All Interviews Interview Codes 

16,687 92 

1.482 8 

18,169 100 

TABLE 4 

FREQUENCY AND PER CENT OF 3 TYPES OF PROBING IN 2 STUDIES 

Previous Study Present Study 
Interviewer Probing* Per Cent Frequency Per Cent 

Repeat question 13 638 9 

Other non -directive 45 4,938 72 

Directive 42 1,269 19 

Totals 100 6,845 100 

* "Repeats answer" has been left out of the calculations to make the 
data comparable with the previous SRC observation study. 

Table 5 shows that the less directive the 
probe, the higher the probability of obtaining 
an adequate answer and the wider the range of 
behavior which can be elicited. According to 
theory, non - directive probes should elicit a 
wide range of behavior. The high rate of 
adequate answers is less easy to explain. It 

should be remembered that the interviewer proba- 
bly does not randomly select the kind of probe 
that she wants to use and an adequate test of 
non -directive probing theory requires an experi- 
mental design. 

The third major classification of inter- 
viewer verbal activity is called giving 
feedback --an interviewer's response to the 

respondent's behavior ranging from brief signs 
of approving attention such as "mm-hmm" or "I 
see" to more elaborate statements like "that's 

26 

the kind of information we need." Twenty -three 

per cent of all interviewer behaviors, on the 

average, fell into this category. This is some- 

what disturbing because most programs of 
interviewer training give very little attention 
to this aspect of interviewer performance. Two 
previous studies, which were part of the Survey 
Research Center Methodological Research Program, 
anticipated this finding and experimentally varied 
the interviewer feedback techniques used during 
the personal interview. They showed that 
systematic, programmed use of interviewer feed- 
back techniques can increase both the quantity 
and the accuracy with which health information 
is reported in the household interview. Data 

from the present observation study indicate that 

feedback was used unsystematically. Table 6 
shows that the probability that the interviewer 
gives feedback following an adequate answer is .28. 



TABLE 5 

PROBABILITIES OF RESPONDENT REACTIONS TO 3 TYPES OF 
INTERVIEWER PROBES 

Type of Probe 

Repeat Question Other Non -directive Directive 

Respondent 
Reaction Probability* 

Respondent 
Reaction Probability* 

Respondent 
Reaction Probability* 

Adequate answer 

Inadequate answer 

Other answer# 

Elaboration 

Asks for 
clarification 

Repeats 
previous answer 

Talks to third 
person 

.38 

.09 

.05 

.12 

.09 

.05 

.05 

Adequate answer 

Inadequate answer 

Other answer# 

Elaboration 

Repeats 
previous answer 

.25 

.08 

.42 

.05 

.05 

Adequate answer 

Other answer# 

.19 

.65 

* 

#Code J, an answer to anything but a correctly asked question (including a 
probe) which does not meet the objectives of the question on the questionnaire. 

Reactions with a probability of less than .05 have been omitted. 

TABLE 6 

PROBABILITY OF INTERVIEWER FEEDBACK FOLLOWING RESPONDENT BEHAVIOR 
BY KIND OF RESPONDENT BEHAVIOR 

Kind of Respondent Probability that Interviewer 
Behavior Feedback Follows 

Adequate answer 

Inadequate answer 

"Don't know" answer 

Refusal to answer 

Other answer (Code J) 

Elaboration 

Repeats answer 

Gives suggestion 

Other behavior (not classified elsewhere) 

The probability that feedback is given following 
an inadequate answer is .24, approximately the 
same rate. Even more surprising, if the respon- 

dent refuses to answer, the probability that the 
interviewer thanks him or gives other positive 
feedback is .55. With this kind of feedback 
schedule, it is understandable that respondents 
are sometimes confused about what is expected 
of them. It also indicates a potential source 
of interviewer bias. 

How do respondents behave? The data in 
Table 7 indicate that 68 per cent of respondent 
verbal behavior consists of answers to questions 
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.28 

.24 

.18 

.55 

.34 

.30 

.32 

.33 

.21 

and probes. About 14 per cent consists of 

elaborations upon answers (furnishing infor- 
mation relevant to the general area of the 
question but which is not responsive to the 

exact intent of the question). The remaining 
18 per cent of respondent behavior is distri- 
buted among 10 different verbal behavior 
categories. It surprised us to find a 6 per 
cent rate of asking for question clarification 
(which is.high) and a 2 per cent rate of irrele- 
vant conversation (which is very low). 

One of the purposes of this study was to find 
out whether different respondent groups defined 



TABLE 7 

FREQUENCY AND PER CENT OF RESPONDENT BEHAVIOR, 
BY CODE CLASSIFICATION 

Respondent Behavior 
Code Classification 

Frequency 
All Interviews 

Per Cent of Total 
Respondent Codes 

Answering questions (R, W, K, 

G, J, T) 26,455 68 

Asking clarification (C) 2,431 6 

Elaboration (E) 5,520 14 

Irrelevant conversation (A) 850 2 

Other (All other codes) 3,645 10 

Totals 38,901 100 

in terms of age and race would show different 
patterns of interaction with the female, white, 
middle -class interviewers. To correct for some 
minor uncontrolled sources of variation, the 
results are presented in terms of the proportion 
of total behavior devoted to each code category. 
Our sample sizes were not quite large enough for 
many of the between -group differences to be 
statistically significant. Therefore, trends 
in the data will be discussed where they appear 
to present a consistent and meaningful pattern 
of results. 

In general, respondent age accounts for 
much more variance in verbal behavior than 
respondent race, with older respondents showing 
higher frequencies of almost all categories of 
behavior than younger respondents and with 
interviewer behavior following this trend. Else- 
where (Cannell et al,l)we have referred to this 
phenomenon as general activity level" effect 
but have made an attempt to remove it in the 
present data analysis by the "proportion of 
total behavior" analysis. Even with this 
"correction," Table 8 data indicate that inter- 
views with older respondents are characterized 
by a high percentage of most kinds of behavior. 
Interviews with younger respondents show higher 
ratios of asking correct questions, giving 
adequate answers, and asking for and giving 
clarifications. The interview with older men 
tends to be more "diffuse" including higher 
ratios of probes, inadequate answers, interrup- 
tions, elaborations, and irrelevancies. Therefore, 
the interview with younger men is more to the 
point or "task- oriented," while greater diversity 
is characteristic of the interviews with older 
men. 

Behavior patterns differ somewhat between 
interviews with Negro and white respondents. The 
major characteristic of interviews with blacks 
(see Table 9) is the predominant focus on task - 
oriented behavior (behavior directly relevant to 

communicating questions and answers). Interviewers 
devote a higher ratio of their behavior to 
probing and clarification; black respondents give 
a higher per cent of answers requiring probing and 
a higher per cent of requests for clarification. 
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Initially, it was expected that black 
respondents would show a lower level of 
cooperation and young blacks would show some 
overt resistance. However, the pattern ob- 
served was one of cooperative, highly- motivated 
performance. 

White respondents have less difficulty with 
the task than Negro respondents. Evidence for 
this includes the finding that interviewers 
probe and repeat questions proportionately less 

with white respondents and that white respon- 
dents give a higher percentage of adequate 
answers and fewer inadequate responses. 

Interviews with white respondents also show 
a pattern of greater informality typical of 
everyday conversation, that is, the verbal 
exchanges include a greater percentage of 
non -task behaviors like elaborations and inter- 

ruptions. 

In summary, whites performed adequately and 
engaged in a higher per cent of informal inter- 
action. Blacks had more difficulty but stuck to 
the task in a highly motivated, businesslike 
manner. 

CONCLUSION 

The coded data contain information about 
specific problems in the interview, including 
those indicating incorrectly asked questions, 
questions which the interviewer omitted by 
mistake, inadequate answers, requests for 
clarification, etc. Thus, it is possible to 
use these data to evaluate problems which occur 
with the questionnaire. We believe that this 
kind of approach has considerable potential for 
use in pretests to provide some objective 
evaluation of the questions. The coded data 
also disclose information about interviewer 
behavior such as her propensity to ask questions 
correctly or incorrectly, her tendency to use 
directive or non - directive probes, the frequency 
with which she accepts inadequate answers to 
specific questions without probing, etc. The 
examination of the verbal interaction data can 
provide us with information for feedback to 



TABLE 8 

AVERAGE PROPORTIONS OF TOTAL INTERVIEWER BEHAVIOR 

AND TOTAL RESPONDENT BEHAVIOR BY RESPONDENT AGE 

Interviewer Average Proportion of Total Respondent Average Proportion of Total 
Behavior Older Younger Behavior Older Younger 

YOUNGER> OLDER 
.326 

.062 

.368 

.066 

YOUNGER > OLDER 
.385 

.054 

.456 

.066 

Correct question 
Gives clarification 

Adequate answer 
Asks for clarification 

OLDER> YOUNGER OLDER > YOUNGER 
Incorrect question .023 .022 Inadequate answer .086 .077 

Repeats question .015 .010 "J" answer .174 .158 

Non - directive probe .106 .095 Repeats answer .029 .022 

Directive probe .027 .022 Elaborates .156 .112 

Repeats answer .088 .087 Irrelevant conversation .022 .016 

Continuing feedback .028 .018 Continuing feedback .006 .004 

Interruptions .003 .002 Interruptions .008 .007 

Irrelevant conversation .018 .014 Laughs .028 .026 

Volunteers information .023 .021 Talks to 3rd person .034 .032 

Laughs .028 .024 

OLDER YOUNGER OLDER = YOUNGER 
Incomplete question .006 .006 Don't know answer .006 .006 

Inappropriate question .002 .002 Refuses to answer .000 .000 

Feedback .226 .226 Polite behavior .002 .002 

Gives suggestion .002 .002 Feedback .007 .007 

Polite behavior .008 .008 Gives suggestion .002 .002 

Talks to 3rd person .010 .010 

Total Proportions 1.00 1.00 Total Proportions 1.00 .99 

Number of Interviews 90 91 Number of Interviews 90 91 

interviewers about their performance, to 
evaluate interviewer training, and to test the 

effectiveness of the different types of inter- 
viewer training. Another area which we would 
like to pursue would use these kinds of data to 

study how a pattern of interaction becomes 
established and what kinds of antecedent condi- 
tions predict its appearance. The practical 
implication of this kind of analysis is the 

ability to predict in what parts of the inter- 
view interaction is smooth, at what point 
fatigue sets in, and at what point the inter- 
action is developed so that more sensitive 
issues could be introduced. 

We made an initial attempt to use the 

interaction data to make specific evaluations 
of questions in the urban employment survey. The 
results obtained were generally very reasonable 
and useful. Omission problems appeared mostly 
in questions with skip patterns or other questions 
which were asked only of sub -samples. Many of the 

questions which were asked incorrectly contained 
ambiguous parenthetical statements or awkward 
syntax. Inadequate answers from respondents 
appeared frequently to questions requiring 
respondent recall of past events or to questions 
where interviewers were unclear about what 
constituted an acceptable answer. Questions 
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requiring a large number of behaviors to reach 

an adequate answer were often the same questions 
with high inadequate answer rates. With further 
refinements in the diagnostic approach it should 
be possible to pinpoint exactly which problem 

exists for each question, as well as the most 
likely causes of the problem. 

The degree to which the findings of this 
study can be generalized to all survey inter- 
views is of course limited. There is evidence, 
for example, that an interview on another topic 

with different kinds of questions, respondents, 

and interviewers yields different interactive 
patterns. The purpose of presenting our data 
is primarily to demonstrate a methodology which 
shows promise. 



TABLE 9 

AVERAGE PROPORTIONS OF TOTAL INTERVIEWER BEHAVIOR 

AND TOTAL RESPONDENT BEHAVIOR BY RESPONDENT RACE 

Interviewer Average Proportion of Total Respondent Average Proportion of Total 
Behavior White Negro Behavior White Negro 

WHITE > NEGRO WHITE > NEGRO 
Correct question .358 .334 Adequate answer .428 .414 

Volunteers information .023 .021 Refuses to answer .001 .000 

Continuing feedback .025 .022 Elaborations .140 .128 

Interruptions .003 .002 Feedback .008 .006 

Laughs .028 .024 Continuing feedback .006 .004 

Interruptions .008 .007 

Irrelevant 
conversation .020 .019 

Gives suggestion .002 .001 

NEGRO> WHITE NEGRO WHITE 
Repeats question .012 .014 Inadequate answer .076 .084 

Non - directive probe .095 .104 "J" answer .154 .176 

Directive probe .024 .026 Asks for clarification .058 .062 

Repeats answer .082 .090 Repeats answer .024 .028 

Gives clarification .062 .065 Laughs .026 .028 

Feedback .223 .228 

Irrelevant conver- 
sation .014 .018 

NEGRO = WHITE NEGRO = WHITE 
Incomplete question .006 .006 Don't know answer .006 .006 

Inappropriate question .002 .002 Polite behavior .002 .002 

Incorrect question .022 .022 

Gives suggestion .002 .002 

Polite behavior .008 .008 

Talks to 3rd person .010 .010 

Total Proportions 1.00 1.00 Total Proportions 1.00 .99 

Number of Interviews 90 91 Number of Interviews 90 91 
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FOOTNOTE 

1Several earlier validity studies compared res- 
pondents' reported hospitalizations, physician 
visits, or chronic conditions with medical records. 
These studies revealed a positive correlation be- 
tween accuracy of reporting and the amount of 
chronic and acute conditions reported, probably 
because in health interviews the problem of under- 
reporting is usually greater than the problem of 
overreporting. Therefore, the first dependent 
variable of this observation study was an index 
of chronic and acute conditions reported for the 
respondent, correcting for gross variations in 

real health. 



PROBLEMS OF ANALYSIS OF URBAN EMPLOYMENT SURVEY DATA 

Howard V. Stambler, U.S. Department of Labor 

It would not be far from the truth to say 
that all new or one -time surveys create unique 
problems of analysis and interpretation. But in 
the case of the Urban Employment Survey, which is 
the focus of our discussion, there may well be a 

larger than usual number of difficulties. These 
analytical problems exist even though much of the 
information being collected in the survey con- 
forms closely to the traditional and familiar 
Current Population Survey labor force concepts 
and questions which have gained nearly universal 
acceptance. 

My purpose today is to describe to you some 
of the major difficulties the BLS is encountering 
in our analysis of the results and to discuss 
with you some of our attempts at their resolu- 
tion. Although only a limited amount of the 
survey data has been published as yet, there has 
been an early recognition of the problems that 
the complete analysis will hold. And, as the BLS 
begins its examination of the first year's 
results later this month, these considerations 
will be well etched in our minds. 

To provide a framework for my remarks, let 
me briefly describe again the purpose and scope 
of the survey, and how even these create prob- 
lems in analysis. First of all, the Urban 
Employment Survey, or UES for short, was designed 
to examine the employment problems and barriers 
to meaningful employment of persons in Concen- 
trated Employment Program (CEP) areas -- target 
areas in which the Department of Labor has com- 
bined under one administrative structure all its 
manpower programs in order to concentrate their 
impact. Its purpose is to provide information 
for use in understanding the barriers to employ- 
ment in these and, hopefully, other poverty 
neighborhoods, so that programs best suited to 
meet the needs of their residents can be devel- 
oped. As a result, and this gives rise to our 
first analytical problem, the UES is less a 

measurement of the economic and social charac- 
teristics of poor people than it is of the situ- 
ation of all people (only some of whom are poor) 
who live in specific geographic areas recognized 
through 1960 Census data as being poverty neigh- 
borhoods. And, as we might have expected, these 
are diverse neighborhoods which include a signif- 
icant number of persons and families not living 
in poverty or who do not have serious employment 
problems. 

What this heterogeneity means, is that anal- 
yses of the target areas really must be made in 
three stages or levels. The first level encom- 
passes an investigation of the overall employment 
situation in the particular poverty area. The 
next step is the analysis of differences in the 
situation for the poor and the nonpoor in these 
areas. Finally, we need to develop as much in- 
sight as possible into the particular problems 
of poor people in these areas. 
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It is important to note also that these 
neighborhoods are not necessarily the worst or 
even the only bad areas in the UES cities. The 
CEP areas were chosen by the Department of Labor 
based in large part on the extent of unemployment 
and poverty in the areas as shown by the 1960 
Census. Thus, only part of the total slum area 
in each city is being surveyed and current employ- 
ment conditions in these areas may or may not be 
significantly different from those in other poor 
neighborhoods in the same cities. In one of the 
cities - -New York --this phenomenon was particularly 
striking, and tracts outside the CEP area were 
added to the UES sample. 

It is worth noting, too, as was touched on 
by Mr. Gerson, that the survey is presently being 
conducted also in the balances of 2 cities, 
Atlanta and Detroit. Information on these areas 
will permit comparisons of the employment situa- 
tion of persons living in the target areas of the 
two cities with that of the general population 
outside the target areas. However, this in itself 
causes problems because just as the six target 
areas do not have a completely homogeneous popu- 
lation, the balance of the two cities included in 
the survey are also diverse areas which include 
other slums, as well as middle- and upper -class 
neighborhoods. These facts must certainly be kept 
in mind in making any comparisons between the two 
sample areas in Atlanta or in Detroit. 

Another geographic consideration is the con- 
tinual population movement into and out of these 
areas. Slums are increasingly being recognized 
as "staging areas" for many people who leave them 
soon after arrival. In addition, as a slum 
dweller improves his economic status, probably one 
of his first acts is to move out of the slum. 
This means that in each succeeding year of the 
survey we will be measuring changes in the situa- 
tion in that area, but not necessarily of the 
people who lived there the previous year. There- 
fore, any changes in these neighborhoods over time 
will not necessarily reflect a measurement of the 
improvement or worsening of the situation for a 
particular group of people, but rather of the area 

itself. It will therefore be difficult to detect 
a change in the condition of particular people by 
observing changes in the area characteristics. 

To compensate for this, we are attempting a 
longitudinal study in the second year of the sur- 
vey. Beginning this summer, we are identifying 
and then following up a subsample of persons who 
were interviewed during the first year of the 
survey and have subsequently moved to a new ad- 
dress. This addition to the survey will enable 
us to find out what happens to both movers and 
non - movers over time. 

In this initial stage of my remarks, I have 
tried to give you an idea of the geographic com- 
position of the UES areas and of the problems 



this has created. Let me now turn briefly to one 
aspect of the sample design that has major ana- 
lytical implications, with particular reference 
to statistical reliability. 

The weekly sample take in each of the eight 
survey areas (the six slum areas plus the balance 
of the cities of Atlanta and Detroit) is approxi- 
mately 70 households. Thus, over the full year 
of the survey, about 3,500 households will be 
interviewed in each area. Since the population 
size in each CEP area differs considerably, the 

sampling ratio and thus the estimates of relia- 
bility vary somewhat from area to area. For 
example, in the Atlanta and Los Angeles target 
areas, approximately one out of every eight 
households are scheduled for interview each year. 
At the other extreme, an annual sample of about 
1 in 110 persons will be interviewed in the bal- 
ance of the city of Detroit. Since the same 
amount of detailed information will be tabulated 
for each of the areas, analysts and researchers 
will have to use extreme caution in the inter- 
pretation of comparative findings for these 
areas. Findings which may be statistically sig- 
nificant in one area may be washed out in another 
area due to the wider range of sampling error. 
The estimates of reliability are quite different 
in the UES than in the Current Population Survey, 
the source of most of our comparative data. 

There is a similar problem which arises in 
relation to the comparison of UES data with 
information from the CPS --this is the matter of 
rotation group bias in the CPS. 

In the CPS, the monthly estimates are 
essentially compilations of information obtained 
from respondents in eight rotation groups. Per- 
sons interviewed thus may be in the CPS sample 
anywhere from the first to the eighth time, since 
each household is in the sample for 4 consecutive 
months, drops out for 8 months, and returns to 
the sample for 4 more months. Long experience 
with the CPS has shown, however, that the respon- 
dents in the first and fifth months of the 
rotation pattern are more likely to be classified 
as unemployed than they are in the other months 
of the survey. By way of contrast, the UES is a 

weekly survey in which each person is interviewed 
only once, and the data are accumulated over a 
given period to provide the necessary reliability. 
Thus, it is conceivable that all the data from 
the UES could very well show the same kind of 
biases as do the first and fifth month households 
in the CPS. 

There are, however, other differences 
between these 2 surveys which may mitigate such 
a situation. The length and detail of the UES 
questionnaire may have some effect on this phe- 
nomenon, as could the type of respondent being 
interviewed in these target areas. Another dif- 
ference is that the CPS questions for all members 
of the household are usually answered by one 
respondent, usually the housewife, whereas in the 
UES most of the questions are answered by the 

individual himself (more about this later). In 
any case, the possible existence of rotation 
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group bias has important implications for ana- 
lysts, researchers and users of the data who may 
be making UES -CPS comparisons. 

It is worth noting that the UES sampling 
design will change somewhat during the second 
year of the survey. Approximately one -half of 
the UES respondents originally interviewed in 
one year will be in the sample a second time the 
following year. The other half of the sample 
will be comprised of new sample households that 
will also be interviewed in two consecutive 
years. Thus, the second year's sample will be 
comprised of both first and second time respon- 
dents with a resulting different rotation group 
bias effect. This has implications too for UES 
year -to -year comparisons. 

Another source of possible difficulty in the 
analysis of UES data is the comprehensive and 
detailed race and ethnic origin information which 

is being tabulated. Where the sample is adequate 
and in those cities in which the designation is 
warranted, data on UES residents will be provided 
separately for the following groupings -- white; 
Spanish American, both white and nonwhite sepa- 
rately; Mexican American (in Los Angeles and 

Houston); Puerto Rican (in New York City); and 

American Negroes. Since the race /ethnic origin 
composition of the survey areas is quite diverse, 
it is necessary to be extremely careful in 
drawing overall conclusions about the data for an 
entire survey area. Of course, one reason that 
the particular areas were selected was to enable 
researchers, policy planners and program admin- 

istrators to determine to what degree the 
problems of slum dwellers vary according to their 

color or national origin. 

Although the expanded race- ethnic break will 
be of great value in examining the situation of 
different groups in a particular area, it is 

important to realize that overall data for these 
particular areas will not be strictly comparable 
with other area data. For example, a race /ethnic 
comparison of the situation for whites in the 
survey area and in the country as a whole would 

be misleading, since persons of Spanish American 
birth or parentage make up a very small propor- 
tion of the Nation's white population, but about 

half of the white population in some of the UES 
areas. Thus, for the analyst and researcher, 
disaggregation of the data as much as possible 
will be essential. 

Still another area of difficulty which we 
expect to encounter is in the interpretation and 
analysis of questions which delve into new and /or 
sensitive areas. The UES will be attempting to 
determine if the traditional concepts of "work" 
and "employment" have the same meaning for pov- 
erty residents as they do for most people. It 

will also attempt to obtain information on 
illegal or sporadic activity that brings in money 
but is not generally thought of as work. To do 

this, the UES will not only use the traditional 

CPS labor force questions but will also probe 
further about remunerative activities. For this, 
we are asking the following questions of all men: 



"During the past 12 months did you engage in any 
kind of activity for which you received money but 
which you would not normally consider work ? "; if 

"yes ", "what was this activity ? "; and "Do you 
have any income from sources other than those 
previously mentioned, so that you don't need to 
work ? ", followed by "what are the other sources 
of income ? ", "How long have you been receiving 
this income ? ", "How long do you expect it to 
continue ? ", "Is it enough for your needs ? ", and 
"Do you expect to go to work at a regular job ? ". 
There is, of course, the possibility that the 
questions will not be properly understood, but 
even when they are understood, what degree of 
reluctance and evasiveness will we encounter from 
respondents? What degree of credibility can we 
attach to the responses? Despite our wariness 
about these questions, we feel that this probing 
may provide some valuable insights into those 
areas. 

Other, more traditional types of questions 
which may be viewed as "sensitive" ones are those 
on earnings and income. The UES is collecting 
information on weekly earnings for those employed 
in the week prior to the survey and on total per- 
sonal and family income over the,past year. 
Based on past survey experience, we know that 
there is often a reluctance on the part of re- 
spondents to divulge sources and amount of 
income. In addition, difficulties in recollec- 
tion over long periods cast doubt on the accuracy 
of income data for an entire year. But even more 
important, how will these particular target 
groups respond to these questions? Will poor 
people be more reluctant or less reluctant to 
discuss levels and types of earnings and income, 
especially welfare payments or illicit income. 
These facts also have to be taken accountof in 
our analysis. 

There is a separate aspect of the survey 
which may pose some difficulty to analysts and 
researchers, since it represents quite a depar- 
ture from the usual objective and factual socio- 
economic data that the Bureau of Labor Statistics 
has traditionally been concerned with. The new 
survey delves into the very subjective area of 
attitudes about jobs and about life in general, 
motivations, aspirations, and opinions. In 
addition to being a departure from the usual work 
of the Bureau, further difficulty in analysis 
will be encountered due to the fact that there 
are little comparable data for persons not in 
poverty neighborhoods by which to gauge survey 
results. 

Two different types of information will be 
available from these subjective questions. The 
first is on what might broadly be called "job 
satisfaction." A series of questions will probe 
the attitude of poverty residents toward their 
jobs, determining what they like or dislike about 
the job, their commitment to work, and whether 
the job plays a meaningful role in their lives. 
These will be correlated with many character - 
istics, such as occupation, education, and income 
to develop some insights into whether attitudes 
of poverty residents are significantly affected 
by these characteristics. 
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The second general area relates to discrimi- 
nation as perceived by poverty residents. This 
too will be analyzed in relation to many of the 
job characteristics and attitudes of poverty 
residents. Although responsibility for this area 
of work will be in the handd of social scientists 
with the proper background and training, we none- 
theless expect to encounter many problems in the 
proper analysis and interpretation of the new 
data. 

I have already discussed problems of compara- 
bility in relation to some of the unique char- 
acteristics and concepts of the Urban Employment 
Survey. But the UES data will have other prob- 
lema of comparability, even where it uses 
traditional labor force concepts and measures. 
The major difficulties in the comparison of 
seemingly similar measures, such as from the UES 
and CPS, arise mainly from the different time 
periods covered. As I indicated, the UES is an 
accumulated sample, and the information will be 
analyzed and published after a full year's col- 

lection. This means that annual data on the 
current employment status of UES residents will 
actually be an accumulation of the situation for 
52 different weeks, as opposed to the CPS, in 
which an annual average is an arithmetic average 
of the 12 monthly observations covering the same 
week of each month (the week containing the 12th). 

Similarly, other data for the annual periods 
covered in the UES will be quite different than 
in the CPS. Data on annual income and annual work 
experience in the CPS are collected in February 
and March each year, and always refer to the 
calendar year prior to the survey. In the UES, 
however, data for the previous year's work expe- 
rience of income will, in essence, relate to a 
sliding reference period covering the 12 months 
immediately prior to the week in which the inter- 
view was held. 

For income and other questions, this also has 
important recall implications. It is probably 
easier to recall income for a calendar year (par- 
ticularly when the questions are asked around 
income tax time as in the CPS) than it is to 
recall income for a June -to -June or a September - 
to- September period. Similarly, there is some 
doubt as to whether the income response covering 
the past 52 weeks may not in reality cover merely 
the previous calendar or income tax year. This 
sliding reference period also affects compara- 
bility with other CPS data usually obtained from 
supplementary questions to the monthly survey 
(such as educational attainment information) which 
always relate to a single month. In the UES, they 
will be accumulations of weekly responses covering 
a particular period. Differences like these in 

periods covered in the two surveys also raise 
questions of both seasonality and differences in 
economic climate at varying periods of time, items 
which must be considered in the analysis of UES 
data. 

There are still other problems and diffi- 
culties mentioned by the previous speaker, which 
I will note only in passing. These are the seri- 
ous problems of underenumeration, the lack of 



population controls for the slum areas, and non - 

response. But there is one last problem in the 

UES that I would like to mention in closing, one 

posed by the mode of response. As I indicated 

earlier, in the UES the household respondent 

answers only current employment status questions 

for other members of the household. However, the 

bulk of the questions, such as on last job held 

for persons not in the labor force and on work 

experience, are answered only by the individual 

himself. In addition, if the person indicates 

his current employment status to be something 

different than that reported by the household 

respondent, answers are changed to reflect the 

individual's responses. In the CPS, on the other 

hand, the housewife or whoever is at home at the 

time of the survey is the person who usually 

answers the questions on labor force status and 

work experience. All of these differences must 

be taken into account by users of the data. 
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Let me now conclude with one general comment 
which is undoubtedly needed to place these ana- 
lytical problems in perspective. I certainly do 
not want to leave the impression that the data 
will be unusable or that the survey results will 
not be meaningful; quite the contrary. Despite 
the acknowledged limitations of the data, we feel 
that the information from this survey will be 
extremely valuable to researchers, program 
planners, policy makers and others. It can not 
only provide new insights into barriers to employ- 
ment in poverty areas but can also help to 
uncover problems about which more should be 
known. Nevertheless, the interpretation and 
analysis of the UES findings will present major 
challenges for both the Bureau of Labor Statis- 
tics and other users; caution and restraint will 
have to be essential tools for all those who use 
the data. 



DISCUSSION 

Curtis C. Aller 
San Francisco State College 

Candor compels me to admit, as I did to those 
who invited me, that as a non -statistician I 
could not provide the critique these papers so 
richly deserve. Fortunately, a discussant is 
allowed to pick his targets. In my case I plan 
to speak briefly from the perspective of one of 
those who pushed vigorously for this endeavor 
and as a prospective user of the results. 

From this perspective, then, the questions 
that are of concern to me are: How far has the 
BLS been able to go towards accomplishing our 
original objectives? How good a job (in a tech- 
nical sense) is being done? Has the effort been 
worthwhile? 

Mr. Stambler has commented quite adequately 
on the objectives as they are seen by the Bureau 
but let me elaborate a bit further. The Secre- 
tary of Labor, Willard Wirtz, was fond of saying 
that our usual local employment figures were not 
relevant and in fact tended to be misleading. 
We concluded, therefore, that our minimum objec- 
tive had to be the development of some valid 
labor force measures for the poverty areas of 
our large cities. This, clearly the is now 
doing and as time passes the data yield will 
become even richer. 

Some hoped we could also develop a tool that 
would measure the impact of our various poverty - 
manpower programs in these areas and thereby 
determine our progress over time. Mr. Stambler 
has noted one very real difficulty here as the 
UES measures areas that serve as staging centers 
for the poor. The associated effort to measure 
outflow of people from these areas may give us 
some insights into program effects. I suspect, 
though, we will find it necessary to couple 
these studies with similar studies designed to 
measure the in -flows of people into these areas 
as well. This information will turn out to be 
valuable to many users and particularly so, I 

think, to manpower program planners. Program 
evaluation involves other and extremely complex 
issues and I am convinced that the UES together 
with population flow studies will not provide 
anything like the quick and conclusive evalua- 
tive tool some had expected. 

Still others (and in this category I place 
myself) viewed the UES as an exploratory re- 
search effort. We were determined to avoid the 
development of another statistical series as the 
sole outcome. Therefore we urged that some of 
the resources be devoted to special studies at 
the cost, I might add, of coverage of additional 
cities. The undercount phenomena so strikingly 
demonstrated in Gerson's paper was one obvious 
example. Another would be an effort to probe 
more deeply into the attitudinal arena and more 
specifically to undertake an exploration of the 
meaning of work. A third dimension involved in- 
come questions. Thus we thought we needed to 
know more about the actual income levels and 
sources of income so that we could begin to test 
more accurately the transfer costs and require- 
ments for moving from one way of life to that 
contemplated by our manpower programs. In this 
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connection we already had considerable informa- 
tion indicating that the social minimum wage for 
many in these areas was well above that being 
achieved by our manpower training efforts. The 
facts are there but the reasons are by no means 
clear. 

In these respects the concern was in finding 
out if we were asking the right kind of questions 
--that is, were our conventional labor force con- 
cepts the meaningful ones and therefore could 
continue to serve as the appropriate foundation 
for the superstructure of programs we had been 
erecting in recent years. 

On this dimension I think we can conclude the 
results have been promising. The BLS has been 
prepared to break out of its historical mold. 
The record demonstrates that some innovative 
special studies have been designed and are under- 
way. 

The fact that the BLS is now moving ahead on a 
pioneer effort to use the technique of partici- 
pant observers in combination with the UES is a 
striking example of its capacity for change. 
William F. Whyte, the chairman of the advisory 
committee on UES, has described this venture as 
a great scientific challenge. Put simply the 
challenge is to our ability to discover how we 
can go from impressionistic data to the hard 
without losing reality. 

This addition to the UES is a risky venture 
in the sense that it may produce many new and 
significant insights or it could be an utter 
failure, producing some interesting case studies 
but nothing of value for comparative purposes or 
leads for new or restated questions for the UES. 

I find it comforting that the Department of 
Labor remains willing to embark on such a specu- 
lative adventure and, particularly so, in view 
of the wholesale change of leadership that has 
come with a new administration. 

On a more technical level I would conclude 
that both Gerson and Stambler between them have 
covered the important problems. To Stambler 
caution and restraint are the bywords. I've 
observed this to be the usual stance of the 
statistician who often contemplates with con- 
sternation and horror the liberties taken with 
his data by politicians and lesser policy makers. 
But in this case I think the caution is genuinely 
merited. I'm confident the will continue to 
stress restraint with their usual skill. 

On the other hand I am comforted by Gerson's 
conclusion that in some areas as, for example, 
the rotation bias and the comparability of the 
CPS and UES that these can in time be measured 
or at least estimated. I'm sure he is right and 
users will be able to rely on the resultant in- 
formation with increasing confidence. 

Finally, I'm impressed with the Marquis paper 
as an example of careful scientific work. First, 
he builds on previous research so as to concen- 
trate on the major influential factor suggested 
by these earlier studies --the interaction of res- 
pondent and interviewer. I'm impressed by the 
ability --to me a surprisingly high 50 to 60% --to 



secure respondent participation in taped pro- 
ceedings. The method seems to offer a means 
for improving questionnaire design beyond that 
now possible with usual pre -test methods as well 
as a device for training and developing inter- 
viewers. 

I have only one small question to raise. Does 
the difference of White -Negro respondents, the 
informality of everyday conversation for the 
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Whites versus the task -orientation of the Negroes 
relate in part to the exclusive use of White fe- 
males as interviewers? 

I can only conclude that we have been pre- 
sented with a set of excellent papers. I have 
nothing but admiration to express for the high 
level of competence reflected therein and by 
inference for the quality of the UES. 



Discussion 

Walter B. Miller, Joint Center for Urban Studies of MIT and Harvard 

The task of obtaining useful information 
as to unemployment and related problems in ur- 
ban slum districts presents both unusual oppor- 
tunities and unusual difficulties. Earle 
Gerson and Howard Stambler, in their papers 
dealing with problems of interviewing, meth- 
odology, and analysis of the Urban Employment 
Survey of the United States Department of Labor 
and the Census Bureau, have chosen to stress 
the difficulties; I would like to take the 
opportunity, in my capacity as a discussant, 
to point to the not inconsiderable merits of 
this enterprise. It has taken a good deal of 
courage and imagination to depart from the 
well -established and relatively comfortable 
traditions of Census Bureau data -gathering 
methods in order to tackle an extremely im- 
portant area of information. It is my feeling 
that the Urban Employment Survey breaks new 
ground in the field of government- sponsored 
information gathering, and that the diffi- 
culties of the enterprise are in direct pro- 
portion to its significance. Marquis' paper 
shows a similarly imaginative approach to some 
very fundamental methodological problems of 
the survey- research method. 

Because I so applaud the spirit of 
this enterprise as well as its execution to 
date, I am most reluctant to be critical of 
it. However, in order to conform to the tra- 
ditional role of the cultural anthropologist, 
and particularly, in this case, a cultural 
anthropologist with very limited statistical 
sophistication, I feel obliged to indicate 
certain limited aspects of these studies 
which appear to me to have received insuffi- 
cient systematic attention, and where the 
application of somewhat more attention in the 
future might result in significant improve- 
ments in the character and usefulness of the 
research findings. 

Of the two classic statistical issues 
of "reliability" and "validity ", it is my 
feeling that both Gerson and Stambler show 
relatively more concern with the former. The 
Marquis paper does go to the problem of va- 
lidity, but on a rather restricted level. I 

would like to address briefly and in more 
general terms, some problems of validity as 
they apply in studies of this kind. 

Marquis, in referring to the results 
of his Health Statistics surveys and related 
studies, cites this conclusion: "...the major 
sources of influence on the accuracy or com- 
pleteness of data obtained in the interviews 
are to be found in the actual behavior of the 
participants and in other parameters which 
have an effect on the immediate situation." 
I would like to dispute this conclusion, and 
suggest that considerably more important 
sources of influence on the accuracy of in- 
formation relate to certain larger subcultural 
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systems which figure directly in this kind of 
data -gathering enterprise. Two of these are 
of particular relevance here; the subculture 
of the respondent populations, and the sub- 
cultural context of the survey -research method 
in general. 

I will use the term "subculture" to refer 
to those sets of conceptions, perceptions, and 
definitions of appropriate practice maintained 
by designated categories of persons, such as 
males, adolescents, and urbanites, by virtue of 
their affiliation with that category. Of par- 
ticular relevance here are subcultures associ- 
ated with different social status levels. I 

will refer, in a very gross fashion, to "middle 
class ", "working class ", and "lower class" sub- 
cultures, although a good deal of additional 
refinement with respect to differentiation of 
levels is obviously possible, and utilized else- 
where. 

Survey- research methods in general, in- 
cluding the particular subtypes of that method 
employed in the federal census, were developed 
primarily in connection with middle -class and /or 
working class populations. The philosophy be- 
hind the method as well as its methodological 
feasibility rests on the presumed existence of 
a large set of conventional attitudes and cus- 
tomary behavioral practices characteristic of 
such populations. Among these are relatively 
stable residence, certain types and levels of 
communication patterns, a motivation to provide 
accurate answers, a sense of obligation to aid 
the purposes of public data -gathering enter- 
prises, and many others. Populations at the 
lowest social status levels --and in particular 
the urban low- skilled laboring class maintain 
an equally conventional set of life patterns 
which differ in important respects, from those 
of the middle and /or working class. Insofar as 
there are differences between higher and lower 
status populations which affect the probability 
of obtaining valid information through survey 
research methods, it would appear that this 
probability decreases as one moves down the 
social scale. In many cases these differences 
are not radical ones, but they are systematic, 
not random, and of sufficient magnitude as to 
have systematic effects on results. 

The research in urban employment now under 
way provides an excellent opportunity to explore 
some of the effects of differential social status 
on the validity of survey results --an opportunity 
which has not been sufficiently exploited to date. 
For example, it is most significant that Marquis 
makes his primary analytic distinctions on the 
basis of and race, and neglects social status. 
I would suspect that the use of a sufficiently 
refined method of discriminating social- status 
levels (one based, for example, on years of edu- 
cation, an item in the present questionnaire) 
would show substantially better discriminations 



than race. I say the opportunity is an ex- 
cellent one primarily because of one of the 
major empirical findings of the employment 
studies to date; namely, the unexpectedly high 
degree of social -status heterogeneity in the 

Concentrated Employment Program areas . It would 
not be too difficult, on the basis of data now 
available, to distinguish three, four, or more 
status levels within the lower class popula- 
tions of these communities, and use these dis- 
tinctions as a major dimension in the analysis 
of variation. 

I would like to note briefly some in- 
fluences of social -status subcultures on the 
validity of questionnaire and /or interview 
responses with respect to two orders of in- 
formation: the first,.essentially "factual" 
information; and the second, attitudinal. 
Stambler's formulation reflects this kind of 
distinction in his citation of "objective and 
factual" versus "subjective" data (a further 
issue, the degree of "objectivity" of the most 
"objective" information, cannot be treated 
here). Subcultural factors affect both orders 
of information. One can distinguish two kinds 
of influence; the first might be called "in- 
advertent misrepresentation" and the second 
"motivated misrepresentation ". Included under 
the first are familiar factors such as faculty 
memory (phrased more impressively as "inac- 
curate informational retrieval "), and cognitive 
misunderstanding of questions (Marquis' paper 
treats this subject), based either on inade- 
quate communication a "true" incapacity to 

grasp the intent of the question, or both. 

It is also possible to distinguish two 
kinds of "motivated misrepresentation"--"con- 
scious" and "unconscious ". Conscious motives 
may involve the desire to "stay out of trouble ", 
involving, for example, information concerning 
illegal sources of income (numbers, prostitu- 
tion, theft) or unreported income from a job 
held by public welfare recipients. Less con- 
scious motives may entail misrepresentation in 
an effort to create a "good impression" in the 
eyes of the interviewer-representing one's 
practices, by subtle shading or more gross dis- 
tortion, in such a way as to conform to the 
respondent's conception of what the inter- 
viewer's conception of "proper" or acceptable 
forms of behavior might be. The influences of 
more- versus less -conscious bases of misrepre- 
sentation are difficult to separate out for 
particular responses, but may be distinguished 
on a conceptual level. 

One way of approaching these very dif- 
ficult problems respecting the validity of 
information collected among low- status popula- 
tions would be to select a limited number of 
subsamples of the Employment Survey study popu- 

lations, and subject these to highly intensive 
research- -based not on the standard survey ap- 
proach of one, two, or three interview contacts 
of one -half to one hour each, but rather on the 
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long -term, continuing, direct -contact methods 
developed in anthropological field study, and 
often referred to as the "participant observa- 
tion" approach. Such research would center on 
exactly the same informational areas as those 
covered in the Employment Survey questionnaire, 
but obtain this information through very dif- 
ferent means. If one could arrange a coverage 
of even 5 or 10% of the total Employment survey 
sample by this method, much of the uncertainty 
as to the validity (although not necessarily the 
reliability) of the questionnaire responses 
could be reduced. 

I cannot go into detail as to the specifics 
of this method, which has both assets and lia- 
bilities for present purposes, other than to say 
that it has been developed in some detail, and 
has shown excellent results under circumstances 
where survey methods would be quite inappropri- 
ate--for example, the study of urban adolescent 
corner gangs --many of whose most important ac- 
tivities involve illegal practices which probably 
would pot be reported to an unfamiliar inter- 
viewer, or if reported, reported inaccurately. 
Such an enterprise is in fact currently being 
planned under the auspices of the Labor Depart- 
ment, and specifics might perhaps be reported 
at some future session. One of the major features 
of this method is the opportunity it affords to 
record relatively independent bodies of data with 
respect to two orders of information: "expressed 
sentiments" (statements involving attitudes, in- 
tentions, and /or verbal characterizations of 
current situations) and "observed practice" 
(what individuals are actually observed to do 
with respect to areas to which their verbal state- 
ments refer). An informant might tell an inter- 
viewer, for example, that he is "actively seek- 
ing" employment, whereas continued observation 
of his behavior over three or four months might 
reveal his actual search to be quite casual or 
even non -existent. 

Since the papers by both Stambler and Gerson 
have stressed methodological deficiencies in data 
collected in the present studies, and I have in- 
dicated still others, I would like to conclude 
by posing, but in no sense resolving, what can 
be seen as a fundamental issue with respect to 
the informational product of such studies. In 

areas of high policy relevance where very little 
reliable data are available, are the interests 
of effective policy formulation better served by 
the availability of information incorporating 
known and systematic sources of bias, or by con- 
tinuing to base policy on those more impression- 
istic and less systematic forms of information 
which are available? I am by no means convinced 
that the former alternative is the preferable 
one, but see this question as one which each con- 
cerned individual will resolve according to his 

own values and special interests. 
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APPLICATION OF THE RANDOMIZED RESPONSE TECHNIQUE IN OBTAINING QUANTITATIVE DATA 

Bernard G. Greenberg, University of North Carolina at Chapel Hill 
James R. Abernathy, University of North Carolina at Chapel Hill 

Daniel G. Horvitz, Research Triangle Institute 

1. INTRODUCTION 

Refusal to respond and the deliberate giving 
of false information are known to be two princi- 
pal sources of non -sampling error that can bias 
sample estimates in surveys involving human popu- 
lations. Recognizing that such evasive answers 
are more frequent when respondents are queried 
about sensitive or embarrassing matters, Warner 
[1] developed an interviewing procedure designed 
to reduce or eliminate this bias. He called the 
technique "randomized response" because the par- 
ticipant in the survey responds to a question 
which he selects at random from one or more 
questions, and does so in such a manner that the 
interviewer does not know which question is being 
answered. 

Warner considered the case where a propor- 
tion of the population (say Group A) possessed 
some sensitive characteristic while the remainder 
of the population did not possess the character- 
istic. The objective was to evaluate 7. With 
the aid of a randomizing device, the respondent 
selects one of the following statements by 
chance, 

I am a member of Group A. 
I am not a member of Group A. 

and answers "Yes" or "No" to whichever one of the 
two statements is selected. The interviewer does 
not know to which question the reply refers and, 
indeed, does not want to know. 

The rationale underlying the randomized 
response procedure is that, since the respondent 
can answer the question without revealing his 
personal situation, potential embarrassment and 
stigma have been removed and, in the process, the 
primary reason for refusals to respond and eva- 
sive answers has vanished. If respondents are 
fully convinced that there is no need to conceal 
or falsify the facts, it follows that cooperation 
of the respondents and validity of their re- 
sponses will be improved. 

Abul -Ela et al [2] extended Warner's model 
to the trichotomous case designed to estimate the 
proportions of three related, mutually exclusive 
groups, one or two of which possessed a sensitive 
characteristic. The model was further extended 
to estimate any j proportions (j >3) when all the 
j group characteristics are mutually exclusive, 
with at least one and at most j -1 of them sen- 
sitive. The reason behind this extension was to 
provide theory for the multichotomous situation 
which is often found in nature and which is, 

perhaps, more realistic than the dichotomy. 
Another recent development in the random- 

ized response technique is the unrelated question 
model. The Warner technique is concerned with 
two questions (or statements) both of which are 
related to the sensitive characteristic. The 

unrelated model is predicated on the assumption 
that the confidence of the respondents toward the 
anonymity of the technique would be increased if 
two unrelated questions were used, one pertaining 
to the sensitive characteristic and the other to 
a non -sensitive, innocuous condition. Abul -Ela 
described this model in [3], Horvitz et al [4] 

elaborated upon it further and presented results 
from two field studies which utilized two un- 
related questions. Greenberg et al [5] studied 
theoretical aspects of the unrelated question 
technique and compared it with the original 
Warner model. They concluded that the unrelated 
question technique was more efficient than the 
original model and recommended it for general use. 

There are several other ramifications of the 
randomized response technique currently being 
explored by the investigators cited above, and 
others,'such as two trials per respondent and 
having the innocuous question built into the de- 
sign. Up to the present time, practically all the 
research in the field of randomized response has 
been concerned with refining the technique for use 
with questions of a qualitative nature requiring 
only a "Yes" or "No" response. The technique need 
not be restricted to nominal scale data. The ob- 
jective of this paper is to present the results of 
obtaining quantitative data on a highly sensitive 
subject (abortion) and on one considered to be 
only moderately sensitive (earnings of head of 
household). Emphasis is on derivation of estima- 
tion procedures relative to mean and variance of 
the distributions. The data were collected in the 
North Carolina Abortion Survey described in [6] 

and briefly reviewed here. 

2. COLLECTION OF DATA 

The randomized response device was a sealed, 
transparent, plastic box approximately 4" long, 
3" wide, and 1" deep. The device used in the 
abortion trial had two questions printed on the 
box lid: 

1. How many abortions have you had during 
your lifetime? 

2. If a woman has to work full time to 
make a living, how many children do you 
think she should have? 

The first question had a small red ball and the 

second question had a blue ball attached in the 

space occupied by the number "1" and "2" in the 
questions shown above. Inside the box there were 
35 red and 15 blue balls. The respondent was 
asked to shake the box of freely moving balls 

This research was supported under Research Grants HD03461 -01 and HD03441 -01 from the National 
Institute of Child Health and Human Development. 
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thoroughly, and to tip the box allowing one of 
the balls to mount a built -in runway and appear 
in a "window" which was clearly visible to the 
respondent. The color of the ball which appeared 
in the window determined which of the two ques- 
tions the respondent was supposed to answer. If 

a red ball appeared, she answered the question 
which had a red ball in front of it (abortion); 
if a blue ball appeared, she answered the ques- 
tion which had a blue ball in front of it (number 
of children). 

The interviewer was some distance away from 
the respondent and, of course, did not know which 
question had been selected by the device. The 
respondent's reply was simply a number, without 
specifying to which question the answer referred. 
To prevent identification the box was shaken 
again before returning it to the interviewer. 

Two independent, non -overlapping stratified 
cluster samples of women 31 years of age or older 
were drawn from the population. Total sample 
size was optimally allocated to the two samples 
as discussed in [5] for the purpose of producing 
minimum variance estimates of parameters other 
than those considered here. The two sample 
sizes, nl and n2, consisted of 623 and 287 women, 
respectively. 

The procedure used in the trial for earned 
income was identical to that described for the 
abortion study. The respondents were not the 
same group of women answering the abortion set 
of questions. They represented an independent 
sample of 1628 women 18 years old or over from 
the same metropolitan areas, with nl and n2 equal 
to 1040 and 588 women, respectively. The income 
questions were as follows: 

1. About how much money in dollars did 
the head of this household earn 
last year? 

2. About how much money in dollars do 
you think the average head of a 
household of your size earns in a 
year? 

The response to these questions was a sum of 
money. 

3. QUANTITATIVE RANDOMIZED RESPONSE MODEL 

In the quantitative model utilizing two 
questions, the overall distribution of responses 
is comprised of numerical answers to both ques- 
tions, and are indistinguishable. This distri- 
bution is, therefore, a mixture of two "pure" 
distributions which must be statistically sep- 
arated in order to provide meaningful estimates 
of the parameters of interest, the population 
mean of both the sensitive and non -sensitive 
distributions, and uy, respectively, and 
variances, aÁ and 4. 

Assuming two independent, non -overlapping 
samples of sizes nl and n2, let 

Pi the probability that the sensitive question 
is selected by the respondent in sample i. 
(i -1,2) 

1 -Pi = the probability that the non -sensitive 
question is selected by the respondent in 
sample i. (i -1,2) 
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= response from individual j in sample i. 

(i -1,2), 

f(A) = probability density function associated 
with the sensitive question. 

f(Y) = probability density function associated 
with the non -sensitive question and similar 
to f(A) except for location parameter. 

A = sample estimate of the mean of the sensi- 
tive distribution. 

= sample estimate of the mean of the non - 
sensitive distribution. 

The probability density functions of Zlj and 
Z2j may be written as: 

Sample 1: f(Z1j)dZ = P1f(A1j)dA + (1- P1)f(Y1j)dY 

j= 1,2,...,n1 

Sample 2: f(Z2j)dZ = P2f(A2j)dA + (1- P2)f(Y2j)dY 

j= 1,2,...,n2 

Then, by looking at first moments and taking 
expected values, we get 

E(Z1) fZ1f(Z1)dZ = P1fAf(A)dA + (1- P1)fYf(Y)dY 

(1) 

E(Z2) fZ2f(Z2)dZ = P2fAf(A)dA + (1- P2)fYf(Y)dY 

or 

(1-P1)uY 
1 

2 
P2PA (1- 

Hence, we may write 

(1 - (1 

1 2 

P2uZ1 - PluZ2 

-By substituting the estimated responses, 21 

and Z2 respectively for and , unbiased 
Z1 Z2 

estimates, say and , are obtained for and 
uy. Thus, 

(1-P1)2 
2 

A 
P1 - P2 

P2 - P1 

P22 

(2) 



The estimated variances of these unbiased 
estimates of and are straightforward, viz. 

Vera) 
(p )2 

{(i_P2) 2Var1) +(l- P1)2Var(Z2 

and 

Var(Z1) + Pi Var(2 
2 1 

(3) 

Maximum likelihood estimates of and 
can not be derived without further specification 
of f(A) and f(Y) in the following likelihood 
function, viz. 

L = [P1f(Alj)dA + (1-P1)f(Ylj)dY10 
j=1 

[P2f(A2j)dA + (1-P2)f(Y2j)dY] 
j=1 

Using either the normal and Poisson distri- 
butions simultaneously for f(A) and f(Y) in the 
foregoing equation leads to expressions which 
are not easily tractable. Therefore, an inves- 
tigation of the asymptotic relative efficiency 
of and compared to their respective maximum 
likelihood estimates is now in process. The 
lower bounds of and Q may be obtained by 
examining the negative of the expected value of 

the second derivative of ln L with respect to the 
parameters. Unfortunately, these equations are 
also cumbersome and individual specific cases are 
being checked on the computer. 

4. NUMERICAL EXAMPLES 

The North Carolina Abortion Study was 
carried out for the dual purpose of evaluating 
the randomized response technique as a means of 
collecting data on sensitive matters and to esti- 
mate induced abortion rates in an urban setting. 
Probability samples of adult women were selected 
from five metropolitan areas of North Carolina 
as already indicated. The population of these 
cities ranged from 100,000 to 250,000 persons. 
We had four different samples and each sample 
was selected for a different purpose. Two of 
the four samples were used to obtain quantita- 
tive data on abortion and income. 

Abortion and number of children. Data from 
the North Carolina Abortion Survey are shown in 
Table 1. It was desired to estimate the mean 
number of abortions over a lifetime (IA) by 
color, and the mean number of children a woman 
should have if she had to work full time to make 
a living (py), by color. Estimated variances of 
both estimates were also desired. In this sur- 
vey the probability, P, that the sensitive ques- 
tion (abortion) was selected by the respondent - 
the ratio of red balls to total balls in the 
plastic box - was 0.7 in Sample 1 and 0.3 in 

Sample 2. 
The data in Table 1 are followed by esti- 

mates of the parameters. Variances shown were 
computed under the assumption of a simple random 
sample study design. 

Table 1. Frequency Distribution of Responses to Abortion Set of Questions 
by Color and Sample, North Carolina Abortion Survey, 1968 

Z Values 

Number of Respondents 

Sample i Sample 2 

White Nonwhite White Nonwhite 

0 304 130 114 56 
1 14 22 10 8 

2 56 39 30 17 

3 10 9 6 2 

4 7 8 1 5 

5 2 - 1 2 

6 - - - 1 

Unknown 13 9 25 9 

Total 406 217 187 100 

(excluding 
unknowns) 

.494 .764 .599 .923 
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Estimates of parameters: 

Color Var (Á) Nara) 

White .415 .107 .678 .145 

Nonwhite .645 .177 1.042 .268 

It is clear that the estimated values of 
and , by color, appear reasonable. For in- 
stance, results in the field study by Abernathy 
et al [6] indicated that abortion was more common 
among nonwhite women. 

It is also clear from observation of the Z 
values that they do not appear to be a sample 
from a linear combination of two distributions 
having the same probability density function. 
The excess of 0's and 2's would suggest some 
preferential grouping by respondents. If true, 

further work in investigating the appropriate 
analysis will have to be carried out. 

Income. Estimates of mean income of heads 
of households were computed in the same manner. 
In this experiment the probability that the 
respondent selected the first question was 0.64 
in Sample 1 and 0.36 in Sample 2. Mean income 
of the "head of this household" (A) and mean in- 
come of the "average head of a household of your 
size" () are shown in Table 2 by color. Esti- 
mated variances assuming a simple random sample 
design are also presented. 

Table 2. Estimates of Means and Variances of 
Income Set of Questions by Color, 
North Carolina Abortion Survey, 1968. 

Color 
Estimates (in dollars) 

Var (A) Vr (V) 
White 6690 418 8001 446 
Nonwhite 3370 445 4530 588 

These estimates of income also appear 
reasonable for the particular population under 
study. Earnings of nonwhites are considerably 
less than for whites as would be expected. 
Furthermore, both races visualize the economic 
standing of the "average household head" as be- 
ing superior to their own. This, too, might be 
expected. 
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5. SUMMARY 

The development of the randomized response 
technique from its inception as a survey tech- 
nique to eliminate evasive answer bias in 
sensitive questions of a dichotomous nature to 
the present state of the art is examined. An 
attempt is made to extend the method to ques- 
tions which elicit quantitative rather than 
qualitative responses. 

The theory underlying the quantitative 
application of the randomized response pro- 
cedure is presented and applied to data collect- 
ed for that purpose in a recent abortion survey 
in North Carolina. Estimates and variances of 
the mean number of abortions obtained over a 
lifetime in an urban population of women, and 
mean income of heads of households are reported. 
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THE POTENTIAL SYSTEMATIC BEHAVIOUR OF SOME PANEL SURVEY ESTIMATES 

W. H. Williams and C. L. Mallows, Bell Telephone Laboratories, Incorporated 

ABSTRACT 

Panel surveys involved repeated 
observations made on the same sample of 
population units. In some of these 
studies systematic biases have appeared; 
specifically, if Ri is an estimate made 
from panels appearing in the sample for 
the ith time, then it has been observed 
that these estimates sometimes vary 
systematically with i. It is tempting to 
interpret these phenomena as being due to 
conditioning of the panel of respondents. 

In this paper it is shown that these 
systematic changes can be a result of the 
characteristics of the response probabi- 
lities. This is true whether the esti- 
mates are computed only for those indi- 
viduals who are identical from one inter- 
view time to the next, or on all available 
persons, or on those persons appearing 
only once. 

A discussion of similar results for 
complete followup surveys, and the de- 
scription of a simple "adjusted" estima- 
tion procedure are also included in the 
paper. Some numerical examples are pre- 
sented to show that in some very innocu- 
out situations the potential biases can 
be very large. 

I. INTRODUCTION 

Panel surveys involve the periodic 
observation of the same population units. 
In some such studies, systematic biases 
have appeared which do not appear to have 
been fully explained. For example, in 
the Current Population Survey conducted 
by the U.S. Bureau of the Census [7], the 
unemployment rate of those persons inter- 
viewed for the first time appears to be 
considerably higher than on subsequent 
interviews, see Waksberg and Pearl [8] 
and the Report of the President's Commitee 
to Appraise Employment and Unemployment 
Statistics [9]. One of the main purposes 
of this paper is to show that, under cer- 
tain simple hypotheses each of several 
natural estimates made at two different 
interview times, may exhibit systematic 
changes simply as a result of sampling 
characteristics. 

Panel surveys have many variations. 
Sometimes a selected sample is followed 
up as completely as possible at each of 
the subsequent observation times. On the 
other hand rotation designs involve the 
month -to -month (say) retention of some 
sampling units and the replacement of 
others. These later designs can be used 
to produce good estimates at specific 

points in time as well as good estimates 
of change. The details of rotation sam- 
pling and panel studies in general will 
not be described in this paper because 
there is a large literature on the subject, 
see for example Hansen, Hurwitz and 
Madow [1], Cochran [2], Patterson [3], 
Eckler [4], Rao and Graham [5], and 
Kish [6]. 

Generally, if Ri is the estimate made 
from those rotation groups which are 
appearing in the sample for the ith time, 
then it has been sometimes observed that 
there are significant and systematic 
changes in these estimates when considered 
as a function of i. A study of this pro- 
blem by one of the authors lead to a 
possible explanation of these phenomena; 
see Williams [10]. In that paper it was 
shown that if, (1) the probability of non - 
response for a selected unit is monotoni- 
cally (elated to the characteristic under 
study, and if (2) this same probability 
changes from one observation time to the 
next, then systematic changes in the ex- 
pectation of the estimator must occur. 

These two hypotheses are very reason- 
able ones. It is well known that non - 
response is sometimes related to the 
characteristic being measured. For 
example, families with no children are 
much more likely to be missed than fami- 
lies with children. There is a large 
literature on this type of behavior, see 
for example Kish [6]. Also there can be 
little doubt that the probabilities change 
from one interview time to the next. This 
is often clearly revealed by a changing 
nonresponse rate, which can change only 
if the nonresponse probabilities change; 
and after all it is the continuing goal 
of every survey manager to achieve a 
higher response rate. 

The question remains, however, as to 
whether any of the observed systematic 
changes could be caused by other factors. 
For example, is it true that people tend 
to answer questions about their economic 
status differently in a first interview 
than in a second? To examine this ques- 
tion it is tempting to construct estimates 
which are based only upon those individ- 
uals who appear in the survey both at Ti 
and T2. The argument is that systematic 
changes in the estimate for this matched 
set must be the result of factors other 
than purely statistical ones. This con- 
clusion is false. The reason is that 
systematic changes in the probability of 
nonresponse may be ensuring that the 
matched set of individuals is not repre- 
sentative. 



The same difficulty can arise in any 
study in which the same individuals are 
observed at repeated intervals and in 
which nonresponse occurs. It can occur 
for example in the so- called complete 
follow -up surveys so frequently used to 
examine socioeconomic and medical charac- 
teristics. It is true that such studies 
give a detailed account of the history of 
the selected individuals, and that changes 
in the observation from T1 to T2 are cer- 
tainly due to real changes in these in- 
dividuals or at least to the response 
given by them. As we shall show, how- 
ever, it is not necessarily appropriate 
to estimate changes in the population from 
the available observations on identical 
persons. 

Also in this paper we undertake a 
comparison of estimates based on identi- 
cal persons, on all persons, and on those 
persons interviewed only at one observa- 
tion period. Since these comparisons 
appear to be awkward algebraically some 
numerical results are included. 

Finally a simple "adjusted" estima- 
tion scheme is described. It is not 
recommended unreservedly however because 
it can exhibit poor behavior. The authors 
hope to report on additional work on the 
estimation problem in a future paper. 

Since it was examination of the pro- 
blem of systematic bias in unemployment 
statistics that led to the work described 
in this paper, we have chosen to describe 
the analysis in terms of employment and 
unemployment. However it is important to 
notice that none of the data in this per 
are real and that the relationship of 
these models to the real problem has yet 
to be examined. 

H. THE STATISTICAL MODEL 

We have chosen to use a simple model 
for illustration. The increased algebra 
required for more general cases would de- 
tract from the presentation sufficiently 
that it seems better to avoid it. Conse- 
quently a two catagory model, employed 
and unemployed, is considered. 

Suppose that a sample design results 
in the selection of a certain geographi- 
cal area and that the employment status 
of all persons living in that area is to 
be determined both at time T1 and again 
at a later time, T2. For simplicity, we 
neglect the effect of population mobility 
Many sample designs will specify a sub - 
sampling of persons in the selected area; 
the remarks we shall make apply to these 
cases also but for simplicity they are 
not discussed explicitly. Similarly, the 
higher structure of the sample design is 
also ignored with no loss in generality. 
Given these assumptions, all persons in 
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the area to be sampled can be classified 
in the manner described in Table 2.1. 

Employment 
Status at 
Time T1 

Employment Status 
at Time T2 

Unemployed Employed 

Unemployed úu úe 

Employed Neu 
Nee 

Table 2.1: Numbers of Persons Employed 
and Unemployed. 

Using the notation of Table 2.1, 
the true unemployed /employed ratio at T1 
is given by 

and at T2 by 

Nuu +Nue 
1 Neu +Nee 

Nuu+Neu 

(2.1) 

(2.2) 

Algebraically, it can be seen that 
R1 = R2 if and only if Nue Neu, that 
is, when the number of persons who have 
found employment in the period from T1 
to T2 is equal to the number of persons 
who have lost it. Intuitively, this is 
an obvious condition for the unemployment 
ratio to remain constant. 

When the actual sampling of the 
selected area begins, the classification 
of Table 2.1 will not be adequate, since 
not all persons will be interviewed. 
Consequently, each individual can be 
classified as employed, unemployed, or 
not interviewed at each of T1 and T2, as 
in Table 2.2. After the second round of 
interviews, the nine frequencies in this 
table will be known. We are assuming 
here that those persons who are not in- 
terviewed at either T1 or T2 can still 
be counted, so that the frequency Foo is 
known. In somé kinds of survey Foo may 
remain unknown, or a rough estimate of 
it may become available. This has no 
effect on the subsequent discussion in 
this paper, which is directed towards 
estimation of the unemployed /employed 
ratios using the other eight frequencies, 
and which largely ignores sampling vari- 
ations in the observed frequencies. 



let 

Status 

at 

Time 

T1 

Status at 
Time T2 

Unemployed Employed Not 
Interviewed 

Unemployed 
Fue Fuo 

Employed Feu Fee Feo 

Not 
Interviewed Fou 

Foe 

Table 2.2: Observed Numbers of.Persons 
in Various Categories 

To construct an elementary model, 

Pu = the probability that an 
person actually appears 
sample at T1; 

Pe = the probability that an 
person actually appears 
sample at T1; 

unemployed 
in the 

unemployed 
in the 

P = the probability that an individ- 
ual is interviewed at T2 given 
that he was interviewed at T1 and 
was unemployed at both T1 and T2; 

the probability that an individ- 
ual is interviewed at T2 given 
that he was interviewed at Ti and 
was unemployed at Ti and employed 
at T2; 

P the probability that an individ- 
ual is interviewed at T2 given 
that he was interviewed at T1 and 
was employed at T1 and unemployed 
at T2; 

Pee = the probability that an individ- 
ual is interviewed at T2 given 
that he was interviewed at Ti and 
was employed at both T1 and T2. 

Finally, let Quu, Que, Qeu and Qee re- 
present probabilities similar to Puu, 
Pue, Peu and Pee except that the Q's are 
conditional to the individual not being 
interviewed at T1. For exampl the 
probability that an individual is inter- 
viewed at T2 given that he was not in- 
terviewed at T1 and was employed at both 
T1 and T2. 

Ideally each of those probabilities 
would equal unity because all persons in 
the selected area are theoretically to 
be included in the sample. However non - 
response problems will virtually always 
ensure that these probabilities are not 
unity. Consequently it is interesting to 
construct a table of expected sample 
numbers based on the given three -by -three 
classification. These expectations are 
displayed in Table 2.3. 

III. THE STUDY OF IDENTICAL PERSONS 

The array of observed sample numbers 
Table 2.2, can be used to construct an 
estimator based only on individuals who 

STATUS AT TIME T2 

STATUS 

AT 

TIME 

T1 

UNEMPLOYED 

UNEMPLOYED EMPLOYED 

NuePuPue 

NOT INTERVIEWED 

-Puu) + NuePu(1 -Pue) 

EMPLOYED NeuPePeu NeePePee NeuPe(1 -Peu) + NeePe(1 -Pee) 

NOT 

INTERVIEWED 

Nuu(1- 

+Neu(1- Pe)Qeu 

Nue(1- Pu)Que 

+Nee(1- Peke 

+ NUe(1-Pu)(1 -Que) 

+Neu(1 -Pe)(1 -Qeu) Nee(1- Pe)(1- Qee).. 

Table 2.3: Expected Sample Numbers 



are observed at both T1 and T2. Using 
the table as a guide, it can be seen that 
the number of persons who are unemployed 
at T1 and who are interviewed again at T2 
(i.e., in either the employed or unemploy- 
ed category at T2) is given by Fuu + Fue. 
Similarly, the number of persons employed 
at Ti and interviewed at T2 is given by 
Feu + Fee. Consequently, the unemploy- 
ment ratio at Ti, based only on those 
individuals who appear both at T1 and T2 
is given by, 

R1 
eu+Fee 
Fuu+Fue (3.1) 

Similarly, the unemployment ratio at 
time T2 for this same group of identical 
individuals is given by, 

Fuu+Feu 
R2 (3.2) 

FurthermoreA it can be seen that the 
difference - R2 is given by, 

- = (Fue- Feu)(positive factor), 

so that = R2 if and only if 

Feu Feu 

To explain this in a simpler case, 
consider the model in which the proba- 
bilities at T2 are independent of the 
status at T1 and of whether the individ- 
ual is observed at T1, as follows: 

Puu = Peu P2u, Pue Pee P2e Also 
we now write Pu = Plu and Pe Ple Then 
Eq. (3.4a) can be written as, 

NuePluP2e 
= 

NeuPleP2u' 

and Eq. (3.5) as, 

Plu P2u 

le 

(3.6) 

(3.7) 

The interpretation of Eq. (3.7) is 
that the ratio of the probability of in- 
terviewing an unemployed person to the 
probability of interviewing an employed 
person must be the same at T1 and T2, 
otherwise there will be a change in the 
expected unemployment ratio from Ti to T2. 
This is true even though there has been 
no change in the true unemployment ratio 
and the estimates are based on identical 
individuals. Is Eq. (3.7) likely to hold 
in practice? It has been reported by 
Williams [10] that some practitioners feel 
that > Ple Consequently, if a sur- 

(3.3) vey manager subsequently reduces the non - 
response so effectively that P2u and P2e 
are approximately unity then the differ - 

ence R1 - R2 must be positive and a system - 

(3.4) matic change in the estimator based on the 
identical persons will be observed. A 
similar result was also found by Williams 
[10] for estimators which are based on the 
complete sample at each of T1 and T2. 

IV. A COMPARISON OF THE ESTIMATES BASED 
ON IDENTICAL, UNMATCHED, AND ALL 
PERSONS 

In the previous section an analysis 
was made of the estimates based only on 
those persons appearing in the sample 
both at T1 and T2. Estimates can also be 

obtained which are based on those indi- 
(3.5) viduals who appear only once, either at 

T1 and T2. So altogether three pairs of 

estimates of R1 and R2 might be in hand; 

one based on identical persons, one on 
"single" persons and one on all persons. 
Consequently, it is interesting to ask 
whether all three of these estimates must 
necessarily exhibit a systematic change? 
It is possible for one estimate of the 
difference, R1 - R2, to behave differently 
from the others? And what are the magni- 
tudes of the possible biases in the various 
estimates of R1 - R2? 

In the usual survey situation, these fre- 
quencies will be large, so that under the 
model of Section II and neglecting samp- 
ling variability, (3.4) becomes 

NuePuPue NeuPePeu. (3.4a) 

In the case in which there is no overall 
change in employment, (i.e., NUe Neu), 
this equation can be written as, 

Pu Peu 

The result of Eq. (3.5) means that 
there will be a change in the observed 
unemployment ratio unless the ratio of 
the probability of interviewing an unem- 
ployed person to the probability of in- 
terviewing an employed person at, time T1 
is the same as the ratio of the corres- 
ponding probabilities at time T2 for per- 
sons who were observed at T1 and whose 
employment status has changed between T1 
to T2. This change in the observed un- 
employment ratio will occur even though 
there is no change in the true unemploy- 
ment ratio. 
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The estimates based on identical in- 
dividuals have already been described in 



Section III. They were formed by simply 
picking out the appropriate sample num- 
bers from Table 2.2. The estimate based 
on "single" individuals and the estimate 
based on all available persons can easily 
be formed in the same way. For example, 
the estimates based on the total number 
of persons, and their values under our 
model in the simple case of independence, 
are given by 

Fuu+Fue+Fuo Nuu+Nue Plu 
-lt +F +F N +N P ' eu ee eo eu ee le 

and 

(4.1) 

Fuu +Feu +Fou Nuu +Neu P2u 
= +Nee 

(4.2) 

The estimates based on the individuals 
who appear only on a single occasion are, 
(in the simple case of independence) 

Fou Nuu(1-P2u) 
+ Neu(l-P2e) Plu 

111s ls NeU(1-P2u) Nee(l-g2e) 
Ple, 

(4.3) 

Fou Nuu(1-Plu) Neu(1-Ple) P2u 
2s NUe(1-Plu) + Nee(1-Ple) 

P2e 

(4.4) 

Unfortunately, the differences 

R1 - 
112' - 

and do not 

appear to have algebraic forms which 
facilitate easy comparisons. Consequent- 
ly, a numerical study was undertaken. A 
large number of cases were computed; six 
are presented in the appendix. Each of 
the examples given there is arrayed in 
the same way, with the relevant popula- 
tion parameters followed by two tables. 
In the first table the expected sample 
numbers corresponding to Table 2.3 are 
laid out. Below this table, E(n1) and 

E(n2), the expected responses at T1 and 

T2 are listed. Table 2 contains the 

estimates of R1, R2, and R1 - R2 based 

on each of (i) identical persons, (ii) 
persons (total) (iii) persons interview- 
ed only at T1 or T2, (single) (iv) an 
adjusted estimator which will be described 
below. 

Examination of the numerical results 
enables one to make certain comments: 

1. Substantial biases appear with 
apparently innocous probability dif- 
ferences and with very low nonresponse 
rates. In example A, the response rate 
at T1 is over 89 percent and at T2, it is 
approaching 95 percent. These are re- 
sponse rates which are characteristic of 
some of the surveys run by the U.S. Bureau 
of the Census but are not matched consis- 
tently by any survey group. Nevertheless, 
the estimates based on all sampled per- 
sons suggest a change of about 14 percent 
in the unemployed /employed ratio. Keep 
in mind that Neu 

Neu' 
so that there is 

no real change in unemployment, and also 
that sampling variability is being ignored. 
Even the estimate based on an identical 
set of individuals has a bias of about 
five percent. The estimates of R1, R2 

and R1 - R2 based on the "singles" are so 

bad that it is disturbing to consider the 
possibility of their use. 

Example B has been included to fur- 
ther illustrate the major effect that 
these probability differences can have on 
the estimates. The only difference 
Example A and Example B is that the second 
stage response probabilities for unem- 
ployed persons, i.e., P ,Q ,P ,Q have 

uu uu eu eu 
dropped substantially. It is tempting to 
react to this case by taking the attitude 
that these probabilities are unrealistic- 
ally low. But are they? And how would 
one know it, because the response rate at 
T2 has dropped only one and one -half per- 

cent, which is very little different from 
Example A and in general is still a very 
high response rate. The important point 
however is that with almost no warning the 
biases in R1, and R1 - R2 have gone 

from bad, in Example A to disastrous in 
Example B. The "total" change estimate 
now has a bias of over 55 percents The 
estimates of R1 and R2 based on the iden- 
ticals are clearly very bad, but in addi- 
tion the "identical" estimate of R1 - R2 
is now about 14 percent, or three times 
as big as it was in Example A. 

2. Examples A and B have the same 
amount of shifting from one category to 
the other, i.e., Nue Neu 100 in both 

cases. This shifting does affect the 
biases. For example, suppose the proba- 
bilities of case A are used with the popu- 
lations given below: 



Nue Neu Nee 

i 400 00 00 9600 
ii 300 100 100 9500 
iii 200 200 200 9400 
iv loo 300 300 9300 

0 400 400 9200 

These five examples are constructed so 
that the true unemployment ratio remains 
constant at 4.17%. It will be found that 
the biases in both the "total" and 
"identical" estimates get worse as the 
shifting around increases. On the other 
hand, the singles estimates get better. 
The latter are still not satisfactory but 
at least do not exhibit the extremely bad 
behavior of Examples A and B. 

3. Calculation of case v in item 2 
above reveals the distressing fact that 
the three estimates of the change R1 - R2 
from identicals, total, and singles do not 
even necessarily have the same sign. 

4. The Q probabilities do not seem 
to play a major role in the biases. 
These probabilities cannot affect the 
"identical" estimates at all and have only 
a small effect on the bias in the "sirle 
estimate. The estimates based on total 
persons are affected even more slightly 
because these are a combination of the 
single and the matched. 

5. An examination of the tables of 
expected numbers reveals characteristics 
which are likely to be quite perplexing. 
For example the number of interviewed, 
employed, persons (at T2), who were not 
interviewed at T1 may be two or three 
times the number of persons who were em- 
ployed at T1 and not interviewed at T2. 

Specifically, in case A, the number 
of persons interviewed at T2 and found to 
be employed, but who were not interviewed 
at T1 is 999. This means that 999 em- 
ployed persons who were not interviewed 
at T1 were found in the sample area at T2. 
On the other hand only 437 employed per- 
sons were interviewed at Ti and lost to 
the sample at T2. Thus it appears that 
one is finding far more employed per- 
sons at T2 than were lost at T1. This 
result might be interpreted as showing 
mobility of the population, so that unem- 
ployed persons move and show up somewhere 
else as an employed persons. Example A 
shows that this mobility feature may well 
be only a reflection of the response pro- 
bability structure. This is not to say 
that the real population does not have 
such a characteristic, this example shows 
only that it will have to be demonstrated 
with other evidence. 

6. The examples presented in the 
statistical appendix have what must be 
considered high expected response rates. 
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If the probabilities are dropped so that 
the response rates are in the vicinity of 
60 to 70 percent, the biases become far 
worse that those shown in cases A and B. 
Unfortunately, in practice, more surveys 
seem to operate in this range than with 
response rates of 90 percent. 

7. Example C is constructed so that 
there is an even split of the population 
between the two categories. Again 
Nue Neu so that there is no change in 
the ratio in the two categories from T1 
to T2. Since unemployment rates of this 
magnitude occur very seldom, it may be 
more helpful to discuss this example in 
terms of persons who say that they are 
going to vote for candidate U or for can- 
didate E. The probabilities are numeri- 
cally the same as those used in Example A. 
Now however they are interpreted as indi- 
cating that the voters for one candidate 
are more easily interviewed that those of 
the other. Both at T1 and T2 there is a 

response rate of approximately 91 percent 
which again can be considered to be high. 
However, the three estimates of R1 - R2, 
"identicals ", "total" and "singles" give 
the appearance of a major swing to candi- 
date E. Just how big a swing is deter- 
mined by which of the three estimates is 
being considered. Unfortunately, in 
reality there is no swing to either of 
the candidates. 

8. In practice the eight numbers 
(apart from the marginal totals) given in 
Table 1 of each of the examples are avail- 
able for estimation purposes. Unfortu- 
nately our model has fourteen parameters, 
six P's, four Q's and four N's. In this 
situation, there are a number of simpli- 
fying assumptions that can be made to 
reduce the fourteen parameters to eight. 
One has been used in this paper. It con- 
sists of assuming that the four Q's are 
equal to the corresponding P's. In addi- 
tion the assumptions Peu and 

Pee Pue = P2e reduces the number of 
parameters to eight, specifically, two 
first stage P's, two second stage P's and 
four N's. Now the expressions for the 
expected cell numbers can be equated to 
the realized numbers and the resultant 
equations solved for the unknown eight 
parameters. This crude "adjusted" esti- 
mation scheme was used in all the examples 
shown in the appendix. While it behaves 
better than the other estimators in all 
of the present cases, and indeed did so in 
many of the computed examples which have 
not been included in the paper, it does 
not always behave so well. The estimation 
possibilities for these incomplete response 
cases required further investigation and 
the authors hope to report on this in a 
future paper. 



V. COMPLETE FOLLOWUP STUDIES 

Many sociological and medical sur- 
veys involve the repeated interviewing of 
all of the selected individuals. For 
example, a medical survey may involve the 
random selection of a group of people who 
are then all given periodic medical ex- 
aminations. New persons may or may not 
be included in the survey at later stages, 
but to point out the potential difficul- 
ties in a simple way, suppose that no new 

Status 

at 

Time 

T1 

individuals enter the study and that 
there is no loss from the original sample. 
Thus we put Puu 

Pue = Peu Pee = 
1 and 

uu Que = Peu Qee = in the earlier 

models. While this model does not repre- 
sent realistically the characteristics of 
sampling for unemployment statistics, for 
consistency we shall continue to refer to 
the classifications in that way. Given 
these assumptions the expectations are as 
given in Table 5.1. 

Status at Time T2 

Unemployed Employed 
Not 
Interviewed 

Unemployed 
NuuPu NuePu 0 

Employed NeuPe NeePe 0 

Not 
Interviewed 0 0 0 

Table 5.1: Expected Sample Numbers, Complete Followups. 

Consequently, at T1, 

and at T2, 

Nuu+Nue Pu 
R1 

Neu+Nee 

NuuPu+NeuPe 

R2 NuePu+NeePe 

Consequently, 

(5.1) 

(5.2) 

R2 = ( NeuPu- NeuPe)(positive 
factor), 

(5.3) 

so that (neglecting sampling variability), 

R1 = R2 if and only if 

(5.4) 

From this result it can be seen that 
even when there is no overall change in 
"unemployment" from T1 to T2 (so that 

Neu N ), there will be change in the 
expectation of the estimator unless 
Pu Pe. This rather disturbing result 
says that unless the probabilities of 
response at T1 are known and are dealt 
with appropriately then the estimator may 
change from T1 to T2 even though the 
study involves an identical set of 
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individuals at T1 and T2. There is no 
difficulty extending these results to 
followup studies with different and more 
complex sampling schemes. 

Examples D, E and F have been in- 
cluded in the appendix to illustrate what 
may happen in the complete follow up case. 
Example D assumes that there is no response 
loss at T2 and no new persons brought into 
the survey. The expected response is 
89 percent. Even in this ideal case a one 
percent bias has crept in. In Example E, 
the second stage P probabilities have been 
lowered, so that some persons are lost 
from the survey but no new ones are added, 
i.e., the Q's remain equal to zero. The 
response rates are still high: 89 percent 
at T1 and over 84 percent at T2, never- 
theless the biases in all of the estimateq 
except the adjusted one have become unac- 
deptably large. The "identical" change 
bias is about five percent and the "total" 
change bias is about ten percent. Since 
there are no persons appearing only at T2, 
the singles estimate does not apply. 

In Example F, Puu and Peu have been 

lowered substantially, to 0.50. It is 
important to'notice that in practice there 
would be extreme difficulty in detecting 
whether one was more nearly in case E or 
F because the response rates are very 
nearly the same. The biases however have 
changed considerably. In case E, the 
biases were simply very bad, in case F 
they are much worse. 



It is hoped that these simple exam- 
ples will help to show the magnitude of 
the potential danger in panel surveys of 
this kind. 

VI. SUMMARY AND GENERALIZATIONS 

The important point made in this 
paper is that systematic changes will 
occur in estimates from one stage of a 
survey to the next if the probabilities 
of nonresponse are not the same for all 
of the population categories. Williams 
[10] showed that this was possible for 
the overall sample and in this paper the 
same systematic biases have been shown to 
be possible even if one computes estimates 
based on an identical set of individuals. 

This paper also has included a dis- 
cussion of complete followup surveys and 
a simple "adjusted" estimation scheme. 
Some numerical examples have been included 
which show the extreme biases that can 
easily be encountered in the estimates of 
change from one observation period of the 
next. This is true whether the estimate 
of change is based on identical persons, 
on all persons or on those persons appear- 
ing only for a single interview. 

Distortions caused by the incomplete 
responses can mislead a researcher. For 
example, it is pointed out that a 
"mobility" characteristic could very well 
be a result of these nonresponse problems. 

The model presented in this paper is 
a very simple one. It can be generalized 
easily to more categories and to addi- 
tional reinterviews. With some increase 
in complexity the case of a continuous 
variate yi can also be covered. We have 
chosen not to attempt extensive generali- 
zation in this paper. The list of cases 
that might be worth spelling out in de- 
tail is as long as the number of different 
schemes used in practice. It seems impor- 
tant simply to point out that these awk- 
ward biases can and probably do occur in 
practice. 
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APPENDIX 

EXAMPLE A 

First Stage Response Probabilities 

Pu = 0.93 Pe = 0.89 

Second Stage Response Probabilities 

Puu = 0.87 Peu = 0.96 Peu = 0.84 Pee= 0.95 

= 0.87 0.96 Qeu = 0.84 = 

True Population Figures 

300 N 
eu 

= 100 N 
eu 

100 Nee = 9500 

TABLE 1: 

U2 

EXPECTED SAMPLE NUMBERS 

E2 N2 T2 

Ul 243 89 40 372 

El 75 8032 437 8544 

N1 28 999 

345 9121 

E(n1) = 8916 

E(n2) = 9466 



TABLE 2: ESTIMATES OF UNEMPLOYMENT RATIOS (PERCENT) 

TRUE IDENTICALS TOTAL SINGLES ADJUSTED 

R1 4.17 4.10 4.35 9.15 4.17 

R2 4.17 3.91 3.78 2.75 

Rl - R2 0.00 0.19 0.57 6.40 

EXAMPLE B TABLE 

El 

N1 

Tl 

1: 

U2 

EXPECTED SAMPLE NUMBERS 

E2 N2 T2 First Stage Response Probabilities 

Pu = 0.93 Pe = 0.89 

Second Stage Response Probabilities 

= 0.50 = 0.96 = 0.50 Pee= 0.95 

139 

44 

13 

197 

89 

8032 

999 

9121 

143 

467 

372 

8544 

Puu PUe Peu 

0.40 Que = 0.96 Qeu = 0.40 Qee = 0. Quu = 

Population Figures 

Nuu = 300 Nüe = 100 Neu = 100 Nee = 9500 

R1 - 

E(ni) = 8916 

E(n2) = 9318 

TABLE 2: ESTIMATES OF UNEMPLOYMENT RATIOS (PERCENT) 

TRUE IDENTICALS TOTAL SINGLES ADJUSTED 
R1 4.17 2.83 4.35 30.65 4.08 

R2 4.17 2.27 2.16 1.28 4.08 

R2 0.00 0.57 2.20 29.37 -0.01 

EXAMPLE C TABLE 

U1 

El 

Nl 

Tl 

1: 

U2 

EXPECTED SAMPLE NUMBERS 

E2 N2 T2 First Stage Response Probabilities 

Pu = 0.93 Pe = 0.89 

Second Stage Response Probabilities 

P = 0.87 P = 0.96 P = 0.84 P 0.84 =0.95 uu ue eu ee 

Quu = 0.87 = 0.96 Qeu = 0.84 Qee = 0.95 

True Population Figures 

Nuu = 4000 NUe = 1000 Neu = 1000 Nee = 4000 

3236 

748 

336 

4320 

893 

3382 

485 

4760 

521 

320 

4650 

4450 

E(n1) 

E(n2) 

= 

= 

9100 

9080 

TABLE 2: ESTIMATES OF UNEMPLOYMENT RATIOS (PERCENT) 

TRUE IDENTICALS TOTAL SINGLES ADJUSTED 

R1 100.00 99.99 104.49 162.55 100.00 

R2 100.00 93.20 90.76 69.25 97.63 

Rl - R2 00.00 6.79 13.74 93.30 2.37 

EXAMPLE D 

First Stage Response Probabilities 

Pu = 0.93 Pe = 0.89 
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Second Stage Response Probabilities 

Puu = 1.00 PUe = 1.00 Peu = 1.00 Pee = 1.00 

0.00 Que = 0.00 Qeu = 0.00 Qee= Quu = 



True Population Figures 

= 300 NUe = 100 Neu = 100 Nee = 9500 

TABLE 1: EXPECTED SAMPLE 

U2 E2 N2 T2 

NUMBERS 

Ul 279 93 372 

El 89 8455 o 8544 

N1 o o 

Tl 368 8548 

E(ni) = 8916 

E(n2) = 8916 

TABLE 2: ESTIMATES OF UNEMPLOYMENT RATIOS (PERCENT) 

TRUE IDENTICALS TOTAL SINGLES ADJUSTED 

R1 

R2 

Rl - R2 

EXAMPLE E 

4.17 4.35 

4.17 4.31 

0.05 

4.35 0.00 

4.31 

0.04 

4.35 

4.31 

0.05 

SAMPLE NUMBERS 

N2 T2 

TABLE 1: 

U2 

EXPECTED 

E2 First Stage Response Probabilities 

= 0.93 Pe = 0.89 Ul 243 89 4o 372 

El 75 8032 437 8544 

Second Stage Response Probabilities N1 o o 

P = 0.87 P 0.96 P eu 0.84 P ee 0.95 
uu ue eu ee 

Ti 317 8122 

Quu = 
0.00 Que = 0.00 = 0.00 =0.00 E(ni) = 8916 

True Population Figures E(n2) = 8439 

Nuu = 300 NUe = 100 Neu 100 Nee 

TABLE 2: ESTIMATES OF UNEMPLOYMENT RATIOS (PERCENT) 

TRUE IDENTICALS TOTAL SINGLES ADJUSTED 

Rl 4.17 4.10 4.35 9.15 4.35 

R2 4.17 3.91 3.91 4.25 

Rl - R2 0.00 o.19 0.44 0.10 

EXAMPLE F 

First Stage Response Probabilities 

True Population Figures 

Nuu 300 NUe 100 Neu = 100 Nee = 9500 

= 0.93 Pe = 0.89 TABLE 1: 
U2 

EXPECTED SAMPLE NUMBERS 
E2 N2 T2 

Second Stage Response Probabilities 
139 89 i43 372 

Puu = 0.50 = 0.96 Peu = 0.50 Pee El 44 8032 467 8544 

N1 o o 
Quu = 0.00 Que = Qeu = = 0.00 Ti 184 8122 
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E(n1) = 8916 

E(n2) = 8306 

TABLE 2: ESTIMATES OF UNEMPLOYMENT RATIOS (PERCENT) 

TRUE IDENTICAIS TOTAL SINGLES ADJUSTED 

Rl 4.17 2.83 4.35 30.65 4.35 

R2 4.17 2.27 2.27 4.29 

Rl - R2 0.00 0.57 2.09 0.06 
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Discussion 
Walt R. Simmons, National Center for Health Statistics 

1. Introduction 

My discussion will focus mainly on the paper 
by Dr. Greenberg, et. al. At the close, I shall 
make two brief comments on the Mallows and 
Williams paper. 

I must warn anyone in the audience who is 
not already aware of it that on the subject of 
randomized response I am a prejudiced witness. 
Ever since I first heard of the original Warner 
proposal, I have been intrigued by the notion. I 

have explored a number of theoretical variations 
of the original model, have talked with quite a 
few people -including the authors of the present 
paper- written about advantages and weaknesses 
of the method, and have had a role in several of 
the field trials that have been undertaken. Out of 
this experience, there are three principal con- 
clusions which I should like to pass on: 

First: "Randomized Response" is not a 
single technique, but rather under its umbrella 
there can be assembled an extensive family of 
procedures, characterized by the fact that they 
can provide essentially unbiased estimators even 
though no person other than the respondent him- 
self knows or possibly can know how the individual 
respondent replied to a specified question. 

Second: At least some of these procedures 
are operationally feasible, and are efficient de- 
vices for securing intelligence on sensitive issues. 

Third: The efficiency of one randomized 
response model can vary greatly from that of 
another. Nor is it always initially obvious which 
of two procedures is better, as was discovered 
when we first explored the weaker -appearing un- 
related question version, only to find it could have 
smaller variance than certain competitors. The 
total process, being a function of at least several 
parameters, is sufficiently complex that it merits 
and repays the expenditure of considerable effort 
to locate optimum formulations. 

My bias clearly, then, favors randomized re- 
sponse methods, and I am grateful to the authors 
for their work in advancing the technique. Please 
remember that overall judgment as I use most 
of my time to call attention to difficulties, weak- 
nesses, or problems associated with the scheme 
described in today's paper, or to the method 
more broadly. 
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2. New Contributions 

The principal contributions of the present 
paper are two in number. 

On the theoretical side the approach has been 
extended for the first time to quantitative vari- 
ables-e.g., amount of income of head of house- 
hold- whereas previous work has been restricted 
to binomial, yes -no, true -false situations. This 
is obviously a significant extension. The theoreti- 
cal work follows largely the pattern of earlier 
treatment of the binomial. The audience may feel 
that the presentation in this paper lacks some of 
the satisfying features of the earlier work -es- 
pecially algorithms for optimum determination of 
design parameters: choice of the y- statistic given 
a likely range for the A- statistic; apportionment 
of n into n1 and n2 ; and choice of P1 and P2 
Apparently the actual design work did follow the 
guidelines of the earlier binomial analysis. 

The authors recognize in the empirical data 
evidence counter to the assumption that the A- 
statistic and the y- statistic have the same prob- 
ability density function. This is not important 
in calculation of the key estimator, since that 
computation is distribution -free. But it can have 
an impact on the climate of the interview, and on 
the optimum determination of design parameters. 
Sensitivity of design analysis to operational devia- 
tions from the assumption of equivalent distri- 
butions should be investigated further. Remember 
that we rarely know precisely the density function 
of the A- variable, and may very well not know that 
of the y- variable. 

The second contribution of the paper is of 
course the presentation of data from field trials. 
This is a very important part of any theoreti- 
cally contrived procedure such as randomized 
response. One must accumulate experience to 
determiné if the method is feasible. The authors 
report that the operation was a feasible one, and 
argue that the results are plausible. 

3. Respondent Cooperation 

Use of randomized response technique is 
designed to minimize non -response and evasive 
or incorrect response. Consequently, the charac- 



ter of the approach to the respondent is im- 
portant. Presentation time today was limited, 
but most serious audiences would like to know 
precisely how the game was explained to the 
respondent, and how the interviewer went about 
convincing the respondent to tell the truth. 

One very important aspect of this matter is 
that of assuring that the respondent truly under- 
stands the procedure and the specific questions. 
The procedure is unusual, must in some degree 
cause diversion of attention of the respondent 
while he tries to discover what the trick may be. 
One wishes to forestall that line of thinking 
if possible. 

Question construction can be critical. In an 
earlier survey, one question read, "There was a 
baby born in this household after January 1, 
1965, to an unmarried woman who was living 
here." This is a bit more involved question, than 
one would prefer. There is a suspicion that some 
respondents missed the un in "unmarried," and 
replied as though the question had asked about 
children of married women -a more normal 
idea perhaps. 

In the first of the two studies reported in 
today's paper, the sensitive issue was abortions. 
The two questions were: 

(1) How many abortions have you had during 
your lifetime? 

(2) If a woman has to work full time to make 
a living, how many children do you think 
she should have? 

Dr. Greenberg has said they "goofed" in not 
making it clear that the second question related 
only to married women. I guess that is so, but 
the unrelated question seems to me otherwise to 
be particularly well- chosen. Did the framers 
consciously select a statement which had propa- 
ganda value in order to encourage the respondent 
on the acceptability of abortion, and therefore 
to answer question 1 truthfully? 

4. Realized Values of P 

The unbiased estimator of the sensitive sta- 
tistic is 

(1-P2) +(1-P1)z2 
P2 

The value is the observed mean of responses 
in the ith sample, and Pi is the designed pro- 
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portion of instances in which the sensitive ques- 
tion is asked in the ith sample. 

If we start with the values 
µA = 0.5 
Ay = 0.9 
Pl = 0.7 
P2 = 0.3 

following the paper, we get an expected sample 
estimate for µA of = 0.5 as we should hope. 
Suppose, however, that the realized values of 
Pi secured from faulty construction or handling 
of the randomizing device, are Pi = 0.5 and 

= 0.1. Then we should expect an estimate 
A' = 0.58, a substantial error. The error from 
this source tends to be less when 

AA 
and Ay are 

similar, and greater when they are dissimilar. 
The possible failure of the realized proportion of 
persons answering question 1 to match the de- 
signed probability PI represents one of the im- 
portant inherent technical -or perhaps I should 
say technological- frailties of the system. Per- 
haps pilot tests of the randomizing procedure 
should be made until a non - biased process can be 
reasonably guaranteed. Perhaps some new tech- 
nique should be invented which will assure that 
the realized and designed values Pi are closely 
similar. 

5. Empirical Evaluation 

Some sturdier empirical tests or evaluations 
would be useful. We shall agree readily with the 
authors that in some respects, including direc- 
tions of observed differentials, results of both of 
the studies are plausible. Although, uninformed 
of research in the area and recognizing that a 
majority of respondents are below the mean 
income, I'm not sure I would concur with the 
authors in expecting that both white and nonwhite 
respondents would report that the average head 
of the household of the same size had higher in- 
come than their own household. 

The procedure estimates as well as Á, the 
sensitive measure. In certain situations it should 
be feasible to choose a y- statistic for which the 
mean is known. In this way one can secure an 
external check on the survey. In fact, there may 
exist decent external statistics on income of 
persons in the counties in which this survey was 



conducted. In a hasty review I discovered some 
IRS data for North Carolina which suggest that the 
report figures on income are at least in the right 
ball -park. 

6. Sampling Variances 

The paper states that the samples were 
stratified cluster designs, but that sampling 
variances were calculated on the assumption of 
simple random sampling of z- values. I would 
suspect that there was a more -than- trivial in- 
tracluster correlation on the income variables 
and perhaps on abortion. If so, I suspect the 
authors will agree that the variances shown in 
the report are understatements. 

The Future 

I hope other variants of the general technique 
will be developed, and other trials made of the 
procedures already described. These can take 
several different paths. I'd like to suggest one 
effort: Namely, a device which will adapt ran- 
domized response to a mail survey. One very 
important proviso goes with this. That is that it 
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shall indeed continue to be true that it is 
impossible for the surveying agency to know 
whether or how the respondent has replied to a 
specified question. 

8. The Mallows and Williams Paper 

There are two remarks I should like to make 
on this report. Basically, the major part of the 
paper is a rather elaborate algebraic description 
of a model which demonstrates that biased 
measurements will result from a survey unless 
non -response rates for relevant subcategories 
are equivalent. We will all agree with this finding. 
It is why most of us attempt to impute for non - 
response within subclasses which are as nearly 
homogeneous as we can make them. 

The Mallows and Williams paper offers one 
technique among a number of possible alternatives 
for adjustment of raw data. I am certainly among 
those who believe that we should do everything 
we can to minimize the impact of non -response. 
That task will be difficult unless the extent of 
non -response is kept small. The old adage 
applies: It's better to do analysis with data 
than without. 



Discussion 

Benjamin J. Tepping, Bureau of the Census 

First, I shall comment briefly on the very 
interesting paper presented by Dr. Greenberg. 

The assumption that the probability 
distribution associated with the sensitive 
question is the same as that associated with 
the non -sensitive question, except for the 
location parameter, is not an appealing one 
for one may expect that in practice the distri- 
butions may be quite unlike each other. More- 
over it is easy to see that the unbiased 
estimator can be obtained without any assumption 
regarding the forms of the distributions. 

It follows that, while an investigation of 
the maximum likelihood estimator could yield some 
information about the relative efficiency of the 
unbiased estimator, the maximum likelihood esti- 
mator is not to be preferred in practice, since 
it would require assuming the functional form of 
the probability distribution. On the other hand, 
an interesting investigation from the practical 
point of view would be that of the optimum allo- 
cation of the design parameters, given that the 
unbiased estimator is to be used. Another inter- 
esting question concerns the relative magnitudes 
of the mean -square errors for (a) the direct 
interview approach for a single question, (b) the 
randomized response approach assuming that all 
response biases eliminated, and (c) the random- 
ized response approach if one assumes that the 
bias is only reduced by specified amounts. 

The valuable paper by Mallows and Williams 
is concerned with an extremely serious problem. 
As the authors have noted, this bias (which we 

have come to call the "rotation group bias ") has 
been observed in the Current Population Survey 
conducted by the Bureau of the Census and in one 
or two other panel surveys. In fact, however, 

this bias probably exists in every survey, 

whether it is a survey based on a fixed panel of 
respondents or a survey that uses rotating sub - 
samples. It probably exists even in a one -time 
survey, since clearly it can be regarded as the 
first interview of a panel survey. Of course, it 

is only in the latter case that the bias can be 

detected clearly, and then only if the several 
rotation groups for each round of the survey are 
separately tabulated. Thus it is important, for 
all surveys, to understand the causes of the 
bias, for such an understanding may lead to the 
adoption of procedures for reducing these biases. 

Those who design or conduct surveys and 

those who make use of survey results will there- 
fore welcome the discussion presented by Mallows 
and Williams, in which the bias can be shown to 
appear if there is a differential probability of 
being interviewed for persons designated for the 
sample. We cannot, however, regard it as 

established that the differential probability 
of being interviewed does in fact account for 
any substantial part of the bias that has been 
observed. The hypothesis advanced by Mallows 
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and Williams is one of a dozen or more hypotheses 
or classes of hypotheses that have been advanced 
in attempts to explain the rotation group bias. 
I wish briefly to mentiop a few of the Other 
hypotheses. 

It may be that one contribution to the bias 
is the fact that attitude and the behavior of the 
interviewer varies as a function of the length of 
time that the sampled unit has been a member of 
the sample. It may be that the interviewer is 

required to obtain more detailed information in 

the course of the first interview, for example 
demographic information about each member of the 
household. It is quite possible that the inter- 
viewer may be quite meticulous in his question- 
ing of a new unit, but become less careful after 
repeated interviews, perhaps by assuming the 
answers to questions that he does not in fact 
ask. 

Interviewers are not assigned their work at 
random. and the interviewers that are assigned to 
units new to the sample may tend to be of a 
different type, perhaps because it may seem 
desirable to the supervisors to assign particu- 
larly skilled interviewers to new cases. This 
policy may contribute to a difference between 
units new to the sample and those that have 
previously been interviewed. 

In the Current Population Survey, for 
example, certain probing questions are asked of 
persons whose initial responses during the inter- 
view would indicate that they are not in the 
labor force. These probes result in some of 
these persons being classified finally as unem- 
ployed. But the probes are used only for units 
of the first and the fifth months in the sample, 
thus possibly contributing to the bias observed. 

The identity of the respondents actually 
reporting for the given household in the sample 
varies over the life of the panel, and the char- 
acteristics of the respondent and his relation- 
ship to the person about whom information is 
recorded affect the responses given. If, as is 
usual, the respondent is not chosen at random, 
this could give rise to a rotation group bias. 

The bias may be the result of psychological 
conditioning by means of previous interviews, 
without any real changes in the characteristics 
that are to be reported. 

It may be that some respondents will merely 
recall and repeat an earlier response. The 
hypothesis has been advanced that the probability 
of such behavior is related to the characteristics 
of the respondent. It can be shown that this 
would lead to a rotation group bias. 

Finally, we cannot overlook the possibility 
that the characteristics of some persons may 
actually change as a result of being interviewed. 



For example, a person originally not in the labor 
force may begin looking for work, or an unemploy- 
ed person may leave the labor force, as a result 
of his labor force status having been discussed 
during previous interviews. 

It is likely that more than one of the 
possibilities that have been mentioned (or some 
that have not been mentioned) are effective to 
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some degree. A considerable amount of research 
has been done through the investigation of 
existing data and even by mounting special ex- 

periments to measure the effects implied by the 
hypotheses mentioned. A great deal more 
research is probably required to determine the 
most important causes of the rotation group bias, 
and to find ways of reducing or, hopefully, 
eliminating the bias. 
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FUTURES RESEARCH: A NEW SCIENTIFIC DISCIPLINE? 

Frank P. Davidson, The Institute for the Future 

It was perhaps no mere coincidence that one 
week before Armstrong and Aldrin landed on 
the moon, President Nixon announced the estab- 
lishment, within The White House, of a National 
Goals Research Staff. The Apollo program 
illustrates the dramatic enlargement which our 
generation has witnessed in the scope of "the 
feasible. " Faced with the consequent plethora 
of alternative futures, choices among them -- 
if they are to be solidly based on preferred 
values, presuppose careful and logical analysis 
of the implications and consequences of altern- 
ative policy decisions. 

The Institute for the Future (IFF) was estab- 
lished a year ago to institutionalize systematic 
and comprehensive studies of the long -range 
future. IFF thus became America's first 
organization expressly designed to analyze the 
long -term implications of today's major policy 
decisions. As such, it assur ied the task of 
forecasting technological, social and economic 
developments in order to identify workable and 
desirable departures from established trends. 
IFF does not presume to "predict the future" 
but only to identify and assess alternative 
futures in terms of their social costs and bene- 
fits, and so to contribute to the better definition 
of national goals and programs. 

As a priority task, the staff of IFF is endeavor- 
ing to evaluate and refine methodologies of fore- 
casting. But as early as November, 1967, when 
our initial prospectus was written, IFF accept- 
ed that "it is not enough to simply forecast, 
research and report... it is essential that as 
many key executives as possible -- in govern- 
ment, business, universities and foundations- - 
develop the competencies required to utilize 
the reports and services of forecasting centers." 
Therefore, we were delighted when President 
Nixon, in his statement of July 13, 1969, under- 
lined the "urgent need to establish a more direct 
link between the increasingly sophisticated 
forecasting now being done and the decision - 
making process. " And, the President added, 
"our need now is to seize on the future as the 
key dimension in our decisions, and to chart 
that future as consciously as we are accus- 
tomed to charting the past. " 

Statisticians readily appreciate the inadequacy 
of extrapolation from the past as a method of 
forecasting future developments, especially on 
a long -range basis. So much of our economy 
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depends on the evolution of science and inven- 
tion that responsible forecasting efforts must 
include data as to new technological develop- 
ments and, equally, the reactions of ordinary 
people to technological change and its social 
consequences. We must, somehow, account 
for the baffling discontinuities of modern life! 

But to develop responsible and - within limits - 
reliable forecasts requires judicious combina- 
tions of innovative methods and approaches. 
Among these is the Delphi technique described 
in Olaf Helmer's Social Technology. 
Helmer and his colleagues found that, in the 
average meeting, experts tend to react to each 
other, to the detriment of concentration on and 
refinement of the exact questions at issue. 
Whereas, in Delphi studies, successive 
questionnaires are sent to panels of carefully 
selected specialists; after several rounds of 
expert judgments from the respondents, a con- 
sensus can often be derived as to the probabil- 
ities of future events and their impacts on 
society. 

IFF has completed a number of Delphi studies 
devoted to anticipated developments in physical 
technology, bio- medicine and social change. 
Of course, this method differs fundamentally 
from statistical sampling, where it is important 
that pollsters have the same distribution in the 
sample as in the population as a whole, and the 
sample must duplicate the larger group in 
important respects so that the profile of the 
smaller group represents the profile of the 
larger. However, Delphi studies rely on 
expert judgment and seek consensus from those 
best able to make disciplinary contributions to 
a central question. The disciplines involved 
may, in a given study, overlap or be adjacent, 
but must be combined in some explicit way be- 
fore there can be confidence that a complete 
answer is at hand. The Delphi procedure was 
developed precisely because scientific questions 
cannot be decided by majority vote, even among 
scientists! What is wanted is a logical process 
of debate so that mutual criticism and stimula- 
tion can refine issues and reduce ambiguities. 
Where, nonetheless, ambiguities persist, the 
feedback process is useful in crystallizing 
opposing points of view. 

But an agreed list of probable future develop- 
ments can, itself, be a source of confusion. 
There is a need for systematic analysis of the 



inter -actions of the forecasted events. One 
event may enhance or impede the emergence of 
others, and the effects of one on another may be 
slight or immense, as well as immediate or 
remote in point of time. Accordingly, T. J. 
Gordon has developed a "cross impact matrix" 
method of forecasting the interactions of future 
events. 2 This method shows great promise as 
a means of testing and refining the results of 
Delphi studies. 

IFF has also developed simulation models so 
that planners and decision -makers can better 
visualize the implications of policy and invest- 
ment decisions. For instance, under a grant 
from the Connecticut Research Commission, 
and using Delphi and cross -impact techniques, 
IFF designed a simulation game of the future 
economy of the State of Connecticut. Under a 
grant from Wesleyan University, we are under- 
taking preparatory studies for an urban simula- 
tion laboratory. 

Work is going forward on the design of games 
simulating corporate decision -making, as well. 
And in -house programs are currently devoted 
to the advance of the theory of social indicators, 
analysis of the so- called quality of life and 
clearer definition and measurement of societal 
values. There are many statistics about society 
but often these are not in useful form for assess- 
ing the "health" of society. The movement for 
utilizing statistics as a basis for understandable 
social indicators is therefore one in which your 
participation is urgently needed, as a basis for 
better assessment of the nation's present posi- 
tion and its plans for the future. 

We are also studying the development and use 
in forecasting of electric communications 
facilities to interconnect a world -wide network 
of scholars. This "D -Net" will be an on -line 
interactive group communications system 
which will make it possible for decision - makers 
to focus expert judgment on some of the more 
urgent problems of today. Our basic research, 
then, has two major components: 

development of forecasting methods 
and other tools for the analysis and 
synthesis of potential futures, and 

the application of such techniques to 
the problems of society. 

We concede that studies of potential futures are, 
in and of themselves, an insufficient response to 
the greater problems of our age. A common 
characteristic of today's social problems is that 
their solution requires not only multidisciplinary 
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intellectual in -puts but also inter - sectoral 
social action. The sectors of our society 
usually designated as "public" and "private" 
need improved methods of collaboration, if 
either sector is to accomplish its job effective- 
ly. 

We must, therefore, accept the necessity for 
innovative relationships between "knowledge" 
and "authority. " Numerous expert studies 
which are not applied - but could or should be - 
only add to the disparity between our potential 
for impressive social achievement and the per- 
sistent and embarrassing realities of urban 
blight, atmospheric pollution, road and airport 
congestion, the alienation of youth, and other 
well - publicized ills of our time. Even in a 
"knowledge society, " knowledge is not auto- 
matically translated into effective decisions. 
There is an institutional gap, often the more 
insidious because it remains unrecognized. 
We need to pay increased attention to the insti- 
tutional mechanisms whereby feasible and 
desirable plans can enter the mainstream of 
life. Harold Lasswell, of Yale, has recom- 
mended "decision seminars, " - study groups 
whose members represent both expert knowl- 
edge and the authority to apply it in defined 
areas. For this idea, there are useful prece- 
dents: the Channel Tunnel Study Group, for 
example, combined governmental and private 
interests in a common program to establish a 
permanent land link between Britain and France. 
In our own country, COMSAT demonstrated the 
important services which can be rendered by a 
"mixed economy" corporation based on the 
latest state -of- the -art technology. But isolated 
achievements should not blind us to the fact that 
we lack a whole range of institutions capable of 
transforming social research into social 
achievement. The recently established New 
York Urban Development Corporation was one 
response to this problem of the "institutional 
gap." 

How can we encourage a new union of intellec- 
tual and financial resources, a union that shuns 
outmoded disciplinary attitudes and sectoral 
dogmas and yet retains a genuine capability for 
concerted and useful action? 

One approach, I suggest, is the establishment 
of study groups in which systems analysts and 
other experts can meet informally with repre- 
sentatives of the financial and governmental 
institutions which must make or approve major 
policy and investment decisions. This may be 
a fundamental step if American society is to 
achieve the quality of life which all of us now 
recognize as being within our grasp. One such 



study group recently resulted in the organiza- 
tion of the "Geo- Transport Foundation of New 
England, Inc. " which will test the willingness 
of industry and government to invest coopera- 
tively in a modern inter -urban transport system 
between New York and Boston. For a highly de- 
veloped country such as ours, conditions on the 
New Haven Railroad constitute an anachronism. 
No effective center of decision or responsibility 
exists: the railroads alone cannot provide the 
required level of service; governmental interests 
are fragmented among numerous Federal, state 
and municipal authorities, and industry has not 
had a clear channel for the coordination of plans 
and programs that would provide an essential 
element of the future infra- structure of New 
England and New York. The new Geo- Transport 
Foundation, which groups support from public 
and private sectors, may serve as a model for 
"combined operations" in many fields where 
social and private interests alike require agree- 
ment on choice of system and choice of invest- 
ment program. 

A sober respect for statistical reality must, of 
course, be a constituent element of any scheme 
for institutional engineering. But the forecast- 
ing business has peculiar hazards: just as 
"systems analysis" offers an approach to 
decision - making under conditions of uncertainty, 
so "institutional engineering" must allow for 
flexibility and adjustment as conditions change 
and knowledge improves. The study group, in 
this sense, may be thought of as a device to 
avoid an over -rigid organizational form; it is 
a step preliminary to the formation of a public 
authority, a mixed economy corporation, a 
joint venture, or some other appropriate 
institution. 
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So conceived, study groups might well be estab- 
lished to assess the cooperative use and devel- 
opment of continental water resources; the 
financing on a more systematic basis of our 
educational infra- structure; the adaptation of 

information systems to the needs of education; 
the future of the Bering Straits; the long -range 
control of environmental pollution, and a host 
of other recalcitrant problems. 

Just as PPBS represented an advance over trad- 
itional departmentalized concepts of government 
administration, so the inter - sectoral study 
group can be useful as a procedural device to 
marshall community resources on behalf of 

agreed national and international goals. Indeed, 
the inter - sectoral study group may be viewed 
as a step beyond the "think tank" -- as an 
embryo "action tank" capable, in time, of trans- 
lating systems analysis into the systems and 
institutional arrangements of the future. Sucn 
a development, broadly conceived, could con- 
stitute a fundamental contribution to the pro- 
gram for identifying and achieving realizable 
national goals. In the resulting social context, 
both "forecasting" and "inventing" alternative 
futures could lose any residual tinge of 
"gamesmanship" and enter, at last, the 
valhalla of scientific respectability. 

Social Technology, Olaf Helmer, Basic Books, 
New York, 1966. 

"Initial Experiments with the Cross Impact 
Matrix Method of Forecasting, " Futures, 
Vol. 1, No. 2, December 1968. 
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INTERACTIVE GRAPHIC CLUSTERING USING THE PROMENADE SYSTEM 

David J. Hall, Geoffrey H. Ball, and Daniel E. Wolf 
Stanford Research Institute 

1. Introduction 

The PROMENADE system is used to explore data 
using a number of manipulative, graphic, and nu- 

meric programming subsystems that are linked to- 
gether under a single executive program. Inter- 

active interface between subsystems is as impor- 
tant as interactive interface between computer 
and user. 

Principal features of the system are conven- 
ience, flexibility, and on -line interaction. 
Facilities are available for keeping a record of 
the analysis, using the line printer, still and 

movie cameras, and a 35 -mm microfilm recorder. 

This approach to clustering stresses the use 
of multivariate plots that allow the user, for 
example, to "fly through hyperspace," observing 
his data. In addition, multivariate histograms, 
scatter plots, link -node plots, waveform plots, 
and others can be dynamically controlled from the 
console to provide a unique visual insight into 
data structure, which cannot be obtained from 
conventional off -line media. 

Numeric algorithms that have been developed 
at SRI are also integrated into the system. One 
is for cluster analysis and the other for pattern 
recognition, and both can be interactively con- 
trolled from the console. This paper will not 
discuss the use of the pattern- recognition algo- 
rithm. The clustering method known as ISODATA 
has been available in the system for at least 
three years. However, as a research topic itself, 
apart from the existence of PROMENADE as a sepa- 
rate research topic, it is in a fluid state of 
continual change -- hopefully, effecting improve- 
ments. The recent additions to the clustering 
system have been to allow it to be controlled 
directly from two graphic subsystems in addition 
to the usual mode of control through its own 
executive. These three modes of control are all 
interactive, with the two graphic modes being the 
most interactive and allowing control of extra 
details. When the title for this paper was 
selected, we had hoped to have, at the final 
writing, some extensive experience at controlling 
ISODATA from the graphics. However, there were 
delays in mapping our software system to a new 
machine configuration, and this paper will there- 
fore be less detailed in this respect. It is also 
necessary to explain other related features of 
PROMENADE, before describing interactive control 
from the graphic subsystems. 

Manipulative control of the data is afforded 
by another subsystem responsible for reading data, 
in almost any format, and storing it on the disk. 
This subsystem also provides for selection of a 
subset of variables or patterns, for performing 
elementary transformations, and for formation of 
derived variables, in a convenient way using the 
keyboard. 

The software system structure, using disk 
overlays, allows the indefinite expansion of the 
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system to eventually incorporate a wider range of 
perhaps more conventional subsystems and asso- 
ciated program interfaces. 

It is predicted that statistical data ana- 

lysts will prefer on -line interactive graphic 
analysis in the future. The reasons for this 
preference will be explained in the following 
sections. 

The PROMENADE system is currently being used 

on four significant applications: 

(1) Chemical -- classification of spectrom- 
eter data 

(2) Marketing -- clustering of data on 
companies 

(3) Census -- price -index evaluation for 
housing construction data 

(4) Cloud clustering of satellite weather 
photographs. 

a. The Status of Computers and User Modes 
of Operation 

Computers seem to be here to stay, and 
we have to learn to live with them and make the 
best use of this powerful tool. So the question 
is not a matter of choosing between employing 
computers or not employing them in our statisti- 
cal data analysis work, but of finding the mode 
of operation with computers that is best suited 
to our applications, and the programs that can 
help us solve our own particular problems. As 
far as the user operating mode is concerned, 
there are some broad categories: 

(1) Batch computing, characterized by 
the complete specification, before 
the computer run, of any control 
quantities required by the program. 
A user of a batch program is generally 
allowed no interaction during the 
running of the program and should 
be sufficiently confident of the 
nature of the program that he is 
running, probably having used it 
several times before. The batch 
user probably requires copious print- 
out, only a small fraction of which 
is actually read. Most of this 
printout is obtained in case some 
additional information is needed. 

(2) Interactive, or conversational com- 
puting, in which the user works at a 
teletype keyboard. The user can 
interrupt the process, or feed it new 
data while it is in progress, and 
usually operates in a timesharing 
computer system. This usually implies 
a low printout rate of approximately 
ten characters per second. 

(3) Interactive computing, but with 
graphics, in a dedicated computer 



system- -i.e., not time -shared. This 

mode of operation generally implies 
a high dollar cost per hour for use 
of the system because while the user 
is on -line, he is using the whole 

computer system including card reader 
and punch, tape units, and line 
printer in a manner that does not 
allow sharing of this equipment. 

Our own facility, a CDC 3300, is now 
operating in this mode. It is planned 
to operate in a time- sharing mode 
early in 1970, but meanwhile, the 
user of the system must pay approx- 
imately $100 per hour. 

(4) Interactive graphics with time- 
sharing, which is a fairly rare 
commodity but much to be desired. 
A good system will have sufficient 
graphical power and relatively rapid 
response as far as the human is con- 
cerned, and because the computer 
system is being shared, lower costs 

are incurred than for the dedicated 
system. Such systems frequently 
operate around a computer center, 
with the consoles in fairly close 
proximity. 

(5) Remote graphics computing. A console 
providing graphic capability is 

connected to a distant computer, 
perhaps across the country. This 
is not generally available today; 

however, we must expect that such 
facilities will eventually be avail- 
able, and plan our data -analysis 
strategies for the future with this 
type of network facility in mind. 
Possible a small computer at the 
same site as the display console 
would be an ideal arrangement. 

b. The Status of Clustering 

Clustering seems to be coming of age as 
a recognized data -analysis procedure. It is being 
generally accepted as a means of data compression 
or summarization, because it automatically places 
cluster centers in regions of high sample den- 
sities so as to represent the full data set by 
means of a smaller number of prototype, or cluster, 

points. The success of such a procedure, measured 
by the error of fit, depends upon the data struc- 
ture itself. Certain types of data set are there- 
fore more suitable for clustering than others. 
Because of a range of different types of clus- 
tering procedures, and because it is a heuristic 
rather than an exact method, there are many 
detailed differences in the clustering methods 
available. 

Related techniques such as clumping, 
numerical taxonomy, and aggregation are other 
terms that are used to describe approaches that 
consider some of the same problems as are faced 
in clustering. That these techniques are 
generally coming of age is evidenced by the books 
of Roach [1], Fisher [2], and Grinker et al. [3]. 

Many papers on these subjects are reported in the 
literature, some of which were referenced in a 
paper by Ball and Friedman [4] on clustering, 
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given at the last annual meeting. A course on 
clustering is being organized by CEIR, and 
presented by Ball and Solomon. Of course, the 

Russians are doing it too (experimenting with 
clustering), as heard in talks recently given by 
Professor Aizermann. 

There are several batch- processing 
computer algorithms for clustering that are avail- 
able on various computers. The ones we know of 
are our own ISODATA, the Singleton -Kautz program, 
and the Rubin -Friedman program available through 
IBM. Thus, by a fairly logical process, if one 
needs to cluster, a computer must be used, and 
if some interaction with the program is needed 
and some graphics output is required for inter- 
pretation and control, then some PROMENADE -like 
system is needed. 

c. The General Status of the Current 
PROMENADE System 

We are frequently frustrated by the 

progress of development of our system, which at 
times seems to be quite slow. However, in 

another sense, when we look back we can be par- 
tially satisfied with some of the achievements. 

Progress is hampered by the following 
factors: 

(1) We seem to be at the forefront of 
the state of the art in diverse 
fields. Some of these fields are, 
clustering and statistical computa- 
tion, interactive graphics, computer 
software systems, graphic representa- 
tions, and the broad field of data 
analysis. 

(2) There are significant basic hardware 
and software systems problems that 
must be overcome before we can 
tackle the problems of our own 
applications- oriented software. 

(3) We require a complex interface and 
program structure to provide conven- 
ience for the user, numerous data - 
processing methods to match numerous 
types of data, data -manipulation 
capabilities, ability to treat input 
as output, and other features that 
add complexity to system implementation. 

(4) We have had a relatively limited 
budget for this development. 

(5) Upgrading of the computer system 
from a CDC 3100 to a CDC 3300 has 
caused problems in the mapping over 
of system software. 

2. General Analysis Procedure 

In this section we give an overview of the 
ways in which the system can be used to analyze 
data and, more specifically, to perform interac- 
tive graphic clustering of multivariate data sets. 
Later sections of the paper will describe in more 
detail the features available in each of the 
subsections. 

a. The Users 

It is highly desirable, when using the 
system on new application data, to have at least 



two persons to conduct the initial explorations. 

One of these persons should be an expert, or at 

least knowledgeable, in the use of the system and 

the features it can provide. The other person 
should be knowledgeable about the data collected, 
its manner of collection, and how to relate the 
results from the system to some useful conclusions 

in terms of the application problem. This latter 

function is usually the more difficult to perform. 

If a third expert can be obtained, we suggest he 

should have a strong background in applied 
statistics. 

1) Functions of the Expert System 
User 

If only the expert in the use of 
the system is present, then he is restricted to 
working with the data in a purposeless manner, 
without any specific goals in mind. He must then 

resort to finding features that he considers may 
be important. For instance, he may note a certain 
high value of correlation between a particular 
pair of variables, because this pair might be the 
only pair that gives a high correlation. He may 
notice, for instance, that a particular data 
point appears, both in the plots and the numeric 
techniques, to be an outlier-- i.e.., distinctive. 
He can identify this point and print out its com- 
ponent values. However, his exploration is 
aimless, and he may be spending time finding out 
relationships and characteristics that are obvious 
to anyone who knows about the application. By 

definition, a useful exploration must discover 
something that is not anticipated, and usually 

experts in some application area already know many 
facts concerning the data relationships. 

2) Functions of the Data -Application 
Expert 

If only the expert in the field of 
the data application is operating the system, he 
will initially be unfamiliar with the system and 
will have to learn its use while he is trying to 
interpret the meaning of the results. Although 
it is feasible to use the self- teaching features 
in the system to guide a new user, we do not 
advise this approach. If it is not possible to 
have an expert in the use of the system initially 
to assist the expert in the data's field of 
application, we strongly advise some preparation 
on the part of the data expert before he loads the 
system. This preparation should consist of 
reading available reports and documentation. 

However, we must stress that, from 
our past experience, much greater progress is made 
when a knowledgeable system user and an expert in 
the field of the data can work together at the 
console at the same time, as illustrated in Figure 
1. The system expert should determine how he can 
use the system to test the hypothesis formulated 
by the data expert. 

b. Typical Analysis Procedure 

The operational procedure that will 
generally be carried out in order to perform 
interactive clustering will typically involve the 
following steps. The system must be loaded into 
the computer memory and suitable disk files must 
be opened. This operation generally takes a 

minute or so, and involves loading a disk pack and 
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pressing a series of buttons that causes about 

15 cards to be read at the card reader. 

T9-7600-16R 

FIGURE 1 TYPICAL MODE OF OPERATION 
OF THE PROMENADE SYSTEM 

The remaining operations can be carried 
out seated around the graphic console, or going 
over to the line printer to inspect more detailed 
output than is available on the display screen. 

On the first occasion that a new set of 
data is read into the system for analysis, a set 
of data cards must be placed in the card reader 
and the data on the cards transferred to the disk 
for more convenient manipulation and semi- perma- 
nent storage. Each data file has a name and con- 
sists of a two -dimensional data array as shown in 
Figure 2. The limits on the size of this array 

X11, X12 

X21, X22 

VALUES FOR 
VARIABLE 1 

VALUES FOR 
PATTERN 1 

FIGURE 2 DATA ARRAY 
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are currently fifty variables and one thousand 
samples. The user of the system chooses which 
data set he wishes to operate upon by typing in 
the name of the data set. This data set is then 



available for manipulation, creation of derived 
data sets or subsets, or for listing on the line 
printer together with some overall statistics. 

In addition, this data set is automatically linked 
to the graphic and numeric subsystems. 

To cluster the data, the user selects 

the numeric subsystem, and makes a further selec- 
tion of the ISODATA clustering routine within that 
subsystem. He may then proceed to cluster the 
data, using as initial cluster centers either 
initial cluster centers that he has punched onto 
data cards, or internally generated initial 
cluster centers. 

After each iteration of the data set, 
the clustering program returns control to the 
user, who may guide the clustering process by 
changing clustering parameters and performing 
subsequent iterations. The man /machine dialogue 
occurs through the media of the graphic screen 
mainly, or else by inspection of printout on the 
line printer for fine details. The type of in- 
formation coming out on the screen may be graphi- 
cal or numeric, while the line printer is used 
only for numeric and textual information. In 

graphic form, there are two types of plots asso- 
ciated with the clustering algorithm by automatic 
means through the file structure. At the end of 

each iteration, either the link -node plot or the 
waveform plot representation of the clustering 
output can be inspected. Furthermore, the clus- 
tering can be controlled by specifications on 
these plots for further clustering iterations. 

In this manner, the man /machine dialogue 
proceeds until satisfactory clustering is obtained 
or until the user gives up, or gets too tired. 
Another more practical termination to the clus- 
tering session, but one that unfortunately occurs 
too frequently, is that it becomes somebody else's 
turn to use the machine. The bad effect of this 
annoying interruption is minimized, in the system, 
by storing intermediate results so that continua- 
tion can take place from where one left off, 
without having to start the procedure from the 
beginning. 

The following sections will give more 
details of the features available in the various 
subsystems that are used for interactive graphic 
clustering. 

3. Features of the Data -Manipulation Subsystem 

We have found that convenient manipulation 
of experimental data is a valuable feature of an 
on -line system. For convenience in handling many 
files of data, each data set is allocated a 20- 
character short description and an 8- character 
file name. Each variable may also have an 8- 
character mnemonic descriptor that is usually 
printed or displayed on the CRT screen whenever 
relevant output appears. The variable number 
(its sequence) is also used on the printout, which 
makes it not essential to supply mnemonics. 
Before these labeling features were implemented, 
the user frequently wasted valuable time identi- 
fying his data entities before he could interpret 
his output. 

The patterns, or samples, have similar num- 
erical identifiers, such as sequence and category 
labels, etc. 
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There are 10 flags for each pattern as follows: 

(1) Sequence number 

(2) Category number 

(3) ISODATA Cluster number 

(4) Rosen -Hall cluster number 

(5) ISODATA flag 

(6) Rosen -Hall flag (not used yet) 

(7) Character for labeling 3D plot 

(8) -(10) Not used. 

The following options are available to a 

system user by typing the corresponding keyboard 
characters. A list of these options is always 

displayed to the user if he types "0 ". A fuller 
discussion of the general command structure that 
includes global and local options is given in a 
more detailed report [5J. The page of options is 

displayed on the CRT to the user when he types O. 
The page format is 64 columns wide by 32 lines 

high. The user can also have this page printed 
out on the line printer, if he wishes, and in 
this case, column and line numbering, as well as 
page numbering, is also printed out (See Figure 
3). This is the chief mechanism for the system 
designers to update the options pages. This 

important function in an evolutionary system is 
done by punching a deck of cards that can be 
modified and read in again. 

00000000011111111112227 
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15 2 
C CREATE A VARIABLE ITN THE ON LINE COMPILER OATNAN 15 3 
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15 6 

DATMAN 15 7 

15 
SELECT FILE FILED SYSTEM PASS TO THE DATMAN 15 9 

ROUTINES IN THE PROMENADE SYSTEM IS 
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N READ A DATA SET ANO STORE ONTO DATMAN 15 12 
DATMAN IS 13 
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DATMAN IS 16 
SELECT SUBSET OF THE CURRENT OPENEO FILE ANO STORE 11 

SUBSET A NAMED FILE. l0 
DATMAN 15 19 

T FORM A DATA SET TRANSFORMING THE DATA ON THE CURRENT 15 20 
FILE STORE IT ON A NAMED FILE. CHARS DATMAN IS 21 

REQUIRED. IS 22 
DATNAN 15 23 
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26 

CURRENT OPENED FILE NO IS 
IS 27 

29 
DATNAN 29 

15 31 
DATNAN 15 31 
DATMAN 7732 

345678 
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FIGURE 3 PRINTOUT OF A PAGE OF OPTIONS 
FOR THE DATA -MANIPULATION 
SUBSYSTEM 

The functions performed by these commands 
and some additional commands for handling files 
are next described in more detail. For conven- 
ience, the data -manipulation file -handling sub- 

system is sometimes referred to as datman." 

a. Mode of Operation of Datman 
Permanent Files 

There are 25 permanent files available 
to the PROMENADE System, with five being occupied 
by certain data sets used for verifying and ex- 
ercising the system. These files may not be 
deleted or overwritten. The remaining 20 are 
available to System users. 



Only one data file will be open and 

available to all the routines in the System at one 
time. The file, which is opened by automatic de- 
fault when first starting the system, is the 

KENDALL file. 

The following commands change the 
opened file: 

F Select a file to use in the System. 
The file directory is displayed and the 
operator is required to type in a file 
name. This name is compared with the 
names in the file directory. If it 

matches one of them, the file it matches 
is opened and the other one is closed. 
If no match is found, the old open 
file remains open. 

S Select a Subset. The file directory 
is displayed and the operator is 
required to type in a new file name. 
This new file name must be different 
from the.current opened file. If it 

matches the name of a different file, 
that file will be overwritten. The 
operator may then proceed to select a 
subset of his data set by selecting 
a subset of the variables. Note that 
the Command Delete (CD) key on the 
keyboard deletes the last variable. 
After selecting variables, the 
operator selects the indices of a 
DO loop to select a subset of the 
patterns. 

N Read a new set of data from cards. A 
deck of data is read from the card 
reader and stored on the disk. The 
first card in the data deck contains 
the file name- -i.e., data set name. 
This card is placed in front of the 
run -time format card. The file name 
for the data is compared with the 
file names in the file directory. If 

it matches a name in the directory, 
that file is overwritten with the 
data. If no match is found, the data 
set is put on a blank file. If there 
are no blank files, the operator must 
delete a file before reading the data. 

T Transform the data. This works much 
the same as the select -a- subset 
option. It displays the file directory 
and allows the operator to type in 
a file name under which to put his 
transformed data. This name must be 
different from the name of the cur- 
rently opened file. The name is com- 
pared to the names in the file direc- 
tory. If it matches the name of a 
file, that file will be overwritten. 
The operator then must select the 
variables to be transformed. This 
is done by pointing at the variable 
mnemonics on the screen with the 
mouse and pressing the button on the 
mouse to select the variable. Typing 
Command Delete (CD) deletes the last 
variable that was selected. Type 
"space" as soon as the list of vari- 
ables is complete. The operator then 
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must select a transformation by 

typing one of the following 
characters: 

A Reciprocal of square root 

Xnew =1/ 

E Exponential Xnew = eXold 

L Logarithmic Xnew 
LogeXold 

M Fill in missing data --type in a 
value. All data found equal to it 
will be replaced with the average 
for that variable (the average is 
calculated with the value and all 
like it deleted). 

N Normalize the data- -mean to 0.0 and 
standard deviation to 1.0 

S Square root Xnew 

Square Xnew 
= (Xold)2 

Reciprocal Xnew = 1 /Xold 

At the end of the transformation 
the new file containing the trans- 
formed data is left open and the 
file containing the untransformed 
data is closed. 

C Create a new variable. This allows 
the user to derive new variables 
from any combination of existing 
ones, using arithmetic and functional 
forms as well. After typing C, the 
user must enter the name of a new 
variable. This name must be in the 
format of a standard FORTRAN 
identifier. Then must follow a 
relational expression using at least 
one already defined variable, and 
any other already defined variables 
that the user may wish. For example: 

NEWVAR3 = PETLEN * 2.15 
+ (SEPLEN ** 2)/9.866 

would be a valid expression. This 
extra variable would be automatically 
added as an extra column to the data 
file, after the necessary calcula- 
tions had been carried out for each 
row of the data set. The new ex- 
pression is also printed out on the 
line printer as a permanent record. 

The following command may change the 
opened file: 

D Delete a file. This command allows 
the operator to delete a file from 
the disk. The file directory is 

displayed. The operator must type 
in the name of the file he wants to 

delete. The name is compared with 
the file names in the file directory. 
If it matches the name of a file in 
the directory, the file is deleted 
from the disk. If it matches the 
name of the currently opened file, 



the file is deleted and the KENDALL 
file is left open. If no match is 
found, a message is printed and 
nothing happens in the program. 

The following commands cause no change 
in the opened file: 

P Print the data. This command prints 
the file header, data statistics, 
and data values of the currently 
opened data file. 

E This command returns control 
to the Executive Subsystem of the 
PROMENADE System. 

These data -manipulation features mainly 
provide convenience to the user. Similar func- 
tions can be performed off -line, or by re- punching 
cards, etc., but only at the cost of a much 
greater delay. In fact, the difference in delay 
is so many orders of magnitude that the ability 
to perform these manipulations on -line and then 
immediately use the results is a qualitative 
difference rather than a quantitative one in 
effect. If the manipulations were not so con- 
venient to do, they probably would not get done by 
the other, slower means. 

4. Features of the Numerical Clustering 
Algorithms 

The clustering algorithms presently inte- 
grated into the system are the ISODATA clustering 
algorithm and the Rosen -Hall pattern -recognition 
algorithm. This latter performs a clustering, 
subject to the constraint that all patterns com- 
posing a cluster must have the same category 
label. The ISODATA algorithm, due to recent 
improvements to the system, can be controlled 
from three different points as shown in Figure 4. 

WAVEFORM 
PLOT 

LINK- NODE 
PLOT 

ISODATA 
EXECUTIVE 

ISODATA 
COMMAND 

FILE 

ISODATA 
ALGORITHM 

TA-5533-10 

FIGURE 4 THREE CONTROL MODES FOR 
ISODATA 

The controls from the two plots are treated 
in more detail in the following section. Briefly, 
they allow the user to watch the progress and 
control the clustering while viewing the plots, 
rather than having to go backward and forward 
from the ISODATA executive to the plots --a process 
that takes about 10 seconds and is annoying to 
perform between each iteration. 
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The ISODATA executive allows for overall 
control of the algorithm, for parameter changes, 
printout controls, etc., as fully documented in 
other reports [5). The clustering performs 
grouping of data points that are close together 
in multivariate space. This data- compression or 
fitting process is useful when trying to sum- 
marize data. Although there are many types of 
summary statistics and graphs that are produced 
as output from the clustering, perhaps the most 

global information is obtained from the cluster- 
ing characteristic curve, as shown in Figure 5, 
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FIGURE 5 CLUSTERING CHARACTERISTICS FOR UNI- 
FORM AND TYPICAL STRUCTURAL DATA 

The way in which each individual variable contri- 
butes to the total error of fit can also provide 
useful information, as shown in Figure 6. This 
is a convenient way of showing which variables 
take part in the partitioning of clusters, and at 
what stage of the process. Other information 
that is useful appears on the display screen in 
textual and numeric form. For example, the 
iteration number, number of clusters, parameters 
and printout values, etc. are displayed. More 
detailed results appear on the line printer, such 

as the positions of all the cluster centers, and 
which patterns they contain, how many are in each 
cluster, and what the average distance (dispersion) 
is in each cluster. The user can choose plotting 
options from the ISODATA executive, either the 
link -node or waveform plots, to view the results. 
Linkage of the clustering output data as input 
to the plots is done automatically by the system. 

To "go" to one of the plots, the user must type 
"E ", to return to the executive of the system, 
and then type "L" for link -node (see Figure 7), 
or "W" for waveform (see Figure 8). 
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FIGURE 6 CLUSTERING CHARACTERISTICS 
FOR INDIVIDUAL VARIABLES 

The ISODATA algorithm has been steadily 

developed over a period of about five years, from 

a batch program to an on -line interactive version 

with associated graphics. Both ALGOL and FORTRAN 

versions for many different machines have been 

developed. As clustering continues to be useful 

in many applications we find that we can provide 

new features to give greater insight and control, 

and to carry out the clustering more rapidly, 

with greater convenelence. 

The user can review the options available to 
him by typing 0, and in this case, the options as 

given in Figure 9 will be displayed. The IPRINT 

parameter is displayed on the parameter control 
page. If the value of IPRINT is changed from its 

initial value of zero, fairly extensive printout 
will be obtained on the printer. If the value of 
IPRINT is set to 11, then, in addition to the 
normal printout, the distance of each pattern 
from its cluster center is also printed. In order 
to accommodate a wide range of magnitudes of num- 
bers, because this is designed to be a general - 
purpose system, an internal calculation is done on 
numbers before they are printed. Depending on the 
results of this calculation, an appropriate run- 
time output format is chosen. This avoids the 

cumbersome form of output sometimes seen used in 
other systems where 8995.2600000E -3 is used 
instead of 8.99526. 

5. Graphic Control of Clustering 

a. Graphic Features in PROMENADE 

Graphical representation of multivariate 
data is achieved in the system through several 
types of plots. These plots usually provide auto- 
matic scaling and labeling features, automatic 
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FIGURE 7 THE LINK -NODE 
PLOT WITH 
INCREASING 
THRESHOLD. 
Actual photo- 

graphs from CRT 
screen. 

linking to data files, and can generally plot data 
faster than a human can absorb the meaning of the 
plots. This level of automation is a significant 
advantage over other techniques. The interactive 
nature of the plots, and the ability to hunt for 
a good view, allows for selection and capture, in 
hard -copy form, of only significant information. 

In the batch approach, a much larger volume of 
hard copy information usually has to be captured 
in order to find the significant information. 
Providing the user with effective graphic insight 
to multivariate data is quite a challenge to the 
display programmer. It is also evident that a 
single type of graphical transformation will not 
be adequate for general data -analysis purposes. 
Hence, in PROMENADE, numerous plots are available. 
Currently, the following plots are provided: 

(1) Scatterplot, or two -dimensional plot 

(2) Multivariate histogram plot 

(3) Distance -along- versus -away -from a 
line plot 

(4) Psuedo three -dimensional plot 

(5) Pseudo four -dimensional plot 

(6) Waveform plot, or profile plot 

(7) Link -node plot 

These plots are mostly of a dynamic nature, 
and each can be controlled by numerous control 
parameters. For example, the pseudo four - 
dimensional plot allows the user to get a true 
perspective view of his data as though he was 
flying about in it. Although all these plots can 
aid exploration of a data set that is to be clus- 
tered, and thus indirectly aid the purposes of 
clustering, direct control of the ISODATA cluster- 
ing has only been implemented via the latter two 

plots. 
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FIGURE 8 THREE 
FORMS OF 
THE WAVE- 
FORM PLOT. 
Actual photo- 
graphs from 
CRT screen. 

b. Graphic Control Through Both Plots 

Examples of both plots are shown in 
Figures 7 and 8. Each plot has a set of options 
or parameters that can be changed to change the 
plots themselves. In addition they have commands 
for controlling the ISODATA clustering. These 

latter commands are identical, but each plot has 
its own unique plot parameters for controlling 
the data representation. For example, Figure 10 
shows a printout of the page of options for the 
waveform plot. This page appears on the CRT 
screen when the user types "0". 
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FIGURE 9 COMMAND OPTIONS FOR ISODATA 

A typical command structure for con- 
trolling ISODATA from this plot can be written in 
general form as: 

where 

XY (parameter string) (command accept) 

XY is one of the listed two -letter 
commands 

(parameter string) is a list of cluster 
or pattern numbers separated by commas 
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(command accept) is a special 
keyboard character. 

For example, the command: 

KS 5,7,14 (command accept) 

would cause splitting of the clusters 5, 7, and 
14. 

c. Interpretation Using the Waveform Plot 

The waveform plot is more familiar to 
psychologists as the profile plot. In Figure 7 
examples of this plot in its various forms is 
given. The figures show a four -dimensional data 

set. In Figure 8(a) the scaling is global- -i.e., 
the same scale is used for all dimensions and the 
data is placed symmetrically about a zero -valued 
center line. The maximum data value is displayed 
at the maximum height of the vertical scale. The 
number of samples on the screen /total number of 
samples in the data set, is also given. Provi- 
sions for selecting subsets of data are made in 
this subsystem. Figure 8(b) is similar except 
for the scaling, which is local to each dimension. 
This allows a more detailed examination of the 
range of data values in each dimension but does 
not allow magnitude comparisons from one dimen- 
sion the other. The scaling is arranged to 
place the maximum and minimum values at the ex- 
tremities of the vertical axis. The ability to 

visually observe clustering of data, and to see 
which dimensions are contributing to clustering, 
is the chief advantage of these superimposed 
waveform plots. 

In Figure 8(c) the data is displayed by 
individual data point, and numbered sequentially 
on the left to allow identification. Scaling can 
be either global or local in this plot also. 
When the user depresses the space bar, the next 
group of seven data points is shown. Cluster 
centers can also be displayed in these same for- 
mats since they are prototype data points, but 
they are displayed using dotted lines to dis- 
tinguish them. 

d. Interpretation Using the Link -Node Plot 

In the current version of the link -node 
plot only the cluster centers are displayed. 
These are initially placed on the circumference 
of a circle, as shown in Figure 7(c). Initially 
no links are displayed --only nodes and their cor- 
responding numbers. This is a non -geometric plot 
in that multivariate data values are arbitrarily 
placed initially, and in that many dimensions are 
"squashed" down to two. A threshold value can be 
introduced to create links. Links are drawn be- 
tween any two nodes if their distance apart in 
the original multivariate space is less than the 
value of threshold used. This plot can also be 
described as a way to graphically represent a 
two -way table of distances. Since the CRT screen 
is a volatile dynamic medium, it is easier to 
perform these operations in this way rather than 
by pencil and paper. 

In Figure 7(a), the initial positions 
of the nodes have been moved, and the threshold 
value (TH) is set to 1.25 by the operator. Note 
that there are two connected networks of points, 
and one isolated cluster center, number 10, at 



this threshold value. Raising the threshold 
value to 1.50, as shown in Figure 7(b), causes 
more links to be drawn. This figure also illus- 
trates some rearrangement of node positions by 
the operator. Now cluster center 10 is linked, 

but the two networks are still separated. In 

Figure 7(c), all possible pairs of links are 
drawn with a threshold value of 9.00. 

6. Applications 

Applications can be divided into two groups: 

(1) A small application, involving 
typically a few days of discussion 
and interpretation, and a few hours 
of computer time. 

(2) Significant applications, involving 
long -term contractual agreements and 
substantial amounts of effort and 
money. 

In Category 1, we have processed the follow- 
ing data: 

Agricultural data for pineapple 
growth 

Economic factors for Indian cities 

Nutritional data for Hawaiian school 
children 

Socio- economic factors for gasoline 
station placement, etc. 

In Category 2, four applications are in 
progress: 

Chemical, for classification and 
clustering of spectrometer data 

Marketing, to classify companies from 
their public financial data 

Census, comparison of regression and 
clustering methods for housing - 
construction price index 

Cloud clustering from satellite 
photographs. 

It is not the purpose of this paper to dis- 
cuss applications of interactive clustering in 
detail. A paper will be presented discussing the 
four applications in Cateogry 2 in detail [6]. 

7. Conclusions 

We have a significant facility for performing 
interactive graphic clustering. The last four 
months have been dedicated to changing over to the 
new computer. We hope the next phase will be one 
of active use of the system on significant appli- 
cations. Meeting the needs of the application 
problems is the ultimate function of the system, 
and many ideas for system improvement are gener- 
ally gained in trying to better meet the 
application needs. 

73 

0000000001111111111 2222222222333333 

OPTIONS FUN PLOT 20 AUG 69 WAVEFORM 33 I 

WAVEFORM 33 2 
WAVEFORM 33 3 

G PERMUTE VARIAWLES WAVEFORM 33 4 
SELECT POINTS FOR PLOT WAVEFORM 33 5 
UISPLAY TAIS PARE OPTIONS WAVEFORM 33 6 

M CHANGE MURE OF PLUT WAVEFORM 33 7 

E LUIT WAVEFORM 33 6 
CHANGt SCALE FOR PLOTS WAVEFORM 33 9 

WAVEFORM 33 10 
WAVEFORM 33 11 

33 12 
WAVEFORM 33 13 
WAVEFORM 33 14 

CONTROL ISOlATA CLUSTER WAVEFORM 33 15 
ANALYSIS WAVEFORM 16 

OAVLFORM 33 17 
KG -- TYPE FACTUM 33 
KC CREATE CLUSTtH CENTER 

TOE SPECIFIED CLUSTEMIS) 
41 WAVEFORM 

WAVEFORM 
33 19 
33 20 

KG 
SPECIFIEU CLUSTEMIS) 

TU 40 SETTLING ITERATIONS 
33 21 
33 22 

KL LUMP THE CLUSTERS WAVEFORM 33 23 
KS 
KU 

SPLIT SPECIFIED CLUSTER151 
OSE THE SPECIFIED CLUSTEMIS) 

WAVEFORM 33 24 
33 25 

UELEfE PATTERNISI NI WAVEFORM 33 26 
PF PATTENN(SI 33 27 
PU USE NI WAVEFORM 33 20 
VI THE NI 33 29 
VU USE TOC SPECIFIED NI WAVEFORM 33 30 

NI NOT IMPLEMENTED 
WAVEFORM 
WAVEFORM 

33 31 
33 32 

0000000041111111111"2" 2222[ Z2223333333333444444444455556655556666666666777 77777770 

12345670901234 0901234567690 

FIGURE 10 OPTIONS FOR WAVEFORM PLOT 

References 

1. Roach, S. A., "The Theory of Random 
Clumping," Methuen and Co., London (1968), 

pp. 94. 

2. Fisher, W. D., Clustering and Aggregation in 
Economics, Johns Hopkins Press, Baltimore, 
Maryland (1969). 

3. Grinker et al., The Borderline Syndrome, 
Basic books (1968). See especially 
Chapter 5. 

4. Ball, G. H. and Friedman, H. P., "On the 

Status of Applications of Clustering Tech- 
niques to Behavioral Sciences Data" 
Proceedings of the Social Stats. Sec. (1968), 

pp. 34 -39. 

5. Hall, D. J. et al., "Promenade --An Improved 
Interactive -Graphics Man /Machine System for 

Pattern Recognition," Final Technical Report, 
RADC -TR -68 -572, Rome Air Development Center 
(June 1969). 

6. Hall, D. J. et al., "Applications of the 
PROMENADE Data - Analysis System," submitted 
to Computers and Communications Conference, 
Mohawk Valley Section IEEE, Rome N. Y., 

1 October 1969. 



RECENT DEVELOPMENTS IN SEQUENTIAL DATA ANALYSIS STRATEGY 

John A. Sonquist, University of Michigan 

Abstract 

Within the past few years computer- 
ized sequential algorithms have been de- 
veloped and used to search out and dis- 
play non -additive relationships implicit 
in survey data. The objective is the 
display of information relevant to the 
problem of how to specify a multiple 
classification analysis model purporting 
to explain the phenomenon in question. 
Experimentation with one such algorithm 
(AID) has led to a classification of sim- 
ple additive and interactive multivari- 
ate models related to elementary Boolean 
operators. These models are described 
and illustrated; extensions to the AID 
algorithm to facilitate specification of 
complex models, for dealing with covari- 
ate models arising from "crucial" vari- 
ables or over -time survey data and for 
imposing symmetry restrictions are dis- 
cussed. Preliminary experimentation 
with the improved algorithm is reported. 

Keywords: Survey, Multivariate ana- 
lysis, model specification, statistical 
interaction, computer program, predic- 
tion, analysis of variance, multiple 
regression, multiple classification ana- 
lysis, data analysis strategy, simula- 
tion. 

The task of interpreting a mass of 
non -experimental data, such as that gen- 
erated by modern cross- sectional and 
longitudinal survey methods has remained 
a difficult one. Two reasons for this 
appear to stand out as particularly wor- 
thy of examination. One is that the sta- 
tistical methods used by most data ana- 
lysts are oriented toward deductive test- 
ing of isolated hypotheses rather than 
toward the more frequent task of extrac- 
tion of information from data and the de- 
velopment of models on an inductive ba- 
sis. In addition, the full power of "se- 
cond generation" computing equipment has 
not yet been utilized (let alone "third 
generation "); it has the ability to ex- 
tend the scope of the analyst's logic as 
well as perform computations rapidly for 
him. 

The present paper is a modest at- 
tempt to surmount these obstacles by ex- 
tending the idea of coupling the calcu- 
lating power of modern computing equip- 
ment to a formal sequential algorithm, 
the objective of which is the generation 
of information about the data. In par- 
ticular, our concern is with obtaining 
summary information organized for use by 
the analyst in the inductive stages of 
his research; that is, in the stages of 
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model formulation and development. The 
objective of the procedure is the dis- 
play of information relevant to the 
problem of how to formulate or specify a 

model purporting to explain the phenome- 
non in question. 

One frequently appearing and con- 
crete form taken by this general speci- 
fication problem is the question of 
choosing and of specifying the form of 
the terms to be included in a least 
squares multiple classification equation 
(MCA). Such an equation is commonly 
used as a statistical model representing 
the simultaneous and direct explanatory 
effects of a correlated set of presumed 
causal factors on a single dependent 
variable. It is of the form 

Yijk... = + ai + b + eijk...(1) 

where 

Yijk = the score (on the dependent 
variable) of individual k, who 
falls in category i of predic- 
tor A and into category j of 

predictor B, etc.; 

= the grand mean of the depen- 
dent variable; 

ai = the "effect" of membership in 

the i -th category of predictor 
A expressed as a deviation 
from the grand mean and adjust- 
ed for the intercorrelations 
of predictor A with the other 
terms in the equation; 

bj = the corresponding "effect" as- 
sociated with predictor B; 

e = the error term for the k -th 

Any given term in the equation, say 
may represent the effect of a two- wayjor 
higher -order interaction term between 
explanatory factors notlotherwise repre- 
sented in the equation. 

1 
For a more detailed exposition of 
this basic technique, see Andrews, 
Morgan and Sonquist (1967). A simple 
n -way analysis of variance model is 
not used because the number of obser- 
vations in the cells of an n -way 
cross -classification of the predic- 
tors are not equal or proportional. 
This condition ordinarily occurs in 
survey or other non -experimental da- 
ta in which there are non -zero cor- 
relations between explanatory charac- 
teristics. 



It is this problem of choosing 
terms to be included in the equation to 
which we address ourselves. We shall 
review some of the previous work in 
this area, outline several improvements 
in an algorithm proposed several years 
ago, and present an illustration of the 
improved technique. 

Previous Work in This Area 

In a previous paper before this 
group, two of the present authors re- 
ported preliminary results from a new 
method of data analysis. We had un- 
dertaken to design, program, test, and 
document a large scale computer pro- 
gram. The algorithm incorporated into 
the program was aimed at extracting in- 
formation bearing on the need to intro- 
duce interaction terms into a multi- 
variate analysis in which a set of cor- 
related predictor variables were to be 
related simultaneously to a criterion. 
Starting from a consideration of some 
of the problems inherent in applying 
multivariate statistical techniques 
(particularly multiple regression) to 
cross -sectional survey data, we had 
concluded that the use of Multiple 
Classification Analysis (MCA) permitted 
adequate handling of most data charac- 
terized by intercorrelated predictors, 
nominal scales and non -linearities, but 
could not deal with interaction ef- 
fects. The computerized procedure 
that was developed at that time attack- 
ed the problem of locating interaction 
terms by asking a different kind of 
statistical question of the data than 
is iTplíed by the immediate choice of 
MCA. 

The technique (termed Automatic 
Interaction Detection [AID]) employs a 

sequential decision procedure to di- 
vide the sample into a mutually exclu- 
sive set of sub- groups through a se- 
ries of successive binary partitions, 
each formed by combining observations 
which are alike on certain characteris- 
tics. At each stage every observation 
is a member of exactly one such sub- 
group. These groups are formed so 
that at each stage in the process their 
means account for more of the total sum 
of squares (i.e., reduce the error sum 
of squares more) than the means of any 
other pair of such sub -groups obtainable 
by the algorithm. Thus, at each stage 

1 Preliminary results are reported 
in Morgan and Sonquist (1963b). 
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in the branching process, the set of 
groups developed at that point repre- 
sents, according to the criteria of the 
model, the best currently available 
scheme for predicting the dependent vari- 
able from the information available. 
The branching process terminates when 
all existing sub -groups are either so 
homogeneous that the desired accuracy 
has been achieved, or no variable can be 
found which will enable an improvement 
in prediction sufficient to warrant its 
use. 

An examination of the statistics 
computed during the tree -like partition- 
ing process provides evidence in support 
of, or against, the introduction of ad- 
ditivity assumptions, as well as pro- 
viding some indication of what kind of 
interaction term should be generated, 
if required. 

Experimentation with the method on 
data which were constructed to violate 
additivity assumptions revealed that a- 
symmetric tree structures were associ- 
ated with the existence of predictors 
which interacted. On the other hand, 
additivity was associated with symmetric 
structures. 

Interactive data were also found to 

be associated with the presence of dif- 
ferential changes in explanatory power 
displayed by corresponding predictors in 
different branches of the tree. Additi- 
vity was associated with similar changes 
in explanatory power. 

Inspection of the profiles of mean 
values defining the effects of a given 
predictor in various branches of the 
tree also provided evidence of the ap- 
propriateness of making additivity as- 
sumptions. Similarity of effect pro- 
files of a predictor in various parts 
of the tree structure implies additivity; 
but interactive data produce incongru- 
ent profiles. 

AID was first proposed as a substi- 
tute for MCA. However, experience with 
the method in actual use and knowledge 
gained through experimentation with 
known data structures led to the de- 
velopment and publication of a strategy 
for using the AID and MCA techniques 

2 Details of the process, flow charts, 
the computer program, sample input 
and output, formulas, nine illustra- 
tive analyses and recommendations for 
interpreting the output of the pro- 
gram are reported in Sonquist and 

3 
Morgan (1964). 
This experimentation is reported in 
Sonquist (1969a). 



jointly, to supplement each other.1 In 
addition it appeared that substantial 
gaines in analytic power might be made 
from implementing a somewhat more2so- 
phisticated sequential algorithm. 

Since its original implementation 
in a large scale program (Sonquist and 
Morgan, 1964) the algorithm has been 
translated by others to run on a number 
of other computers (Campbell, 1965; 
Aptakin, 1965; Land, 1965; Kay, 1966; 
Marks, 1966). Versions of the AID al- 
gorithm were also adapted to European 
equipment (Biervert, 1966, Arpi, 1967). 
The methods have been used by economists 
(e.g., Snowbarger, 1967; Gensemer, 
Lean and Neenan, 1965), by sociologists 
(Ross and Bang, 1965), by political 
scientists, (e.g., Sarlvik, 1968), by 
marketing researchers (e.g., Arpi, 
1967), by engineers (e.g., Carlson, 
1967), and by psychologists, (Caplan 
et al, 1966). 

Revisions the Algorithm 

Experience in using the original 
over a period of five years, 

discussions with others who have used 
it, and experimentation with contrived 
data have all led to a rather large col- 
lection of proposed improvements in the 
techniques. Most of these are minor 
from an analytic standpoint, such 
obtaining output in improved form. 
They are obtained simply as a byproduct 
of the reprogramming necessary to in- 
corporate the major changes proposed 
below. 

The major revisions include extend- 
ing the original algorithm to deal with 
covariance as well as a profile of 
means, providing for the imposition of 
an optional premium for symmetric par- 
titioning, and extending the sophisti- 

1 
The strategy developed was suggested 
in Andrews, Morgan and Sonquist 
(1967), and then elaborated further 
by Sonquist (1969a, 1969b). 

2 
See Sonquist (1967). 

3 Some of the programming revisions 
might include the use of Fortran IV 
for compatibility with various manu- 
facturers' equipment; a trichotomous 
partition option; improved input 
flexibility with regard to both data 
and control language; additional 
output including predictor summary 
tables; and improved variable trans- 
formation capabilities. 
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cation of the search algorithm to in- 
clude a "look- ahead" to several suc- 
cessive partitions. In the latter case, 
the mechanism would not proceed blindly, 
always trying to maximize the explained 
variation in the current partition, but, 
like a chess player, would explore the 
possibility of sacrificing present pay- 
off in favor of even greater gains from 
subsequent "moves." It would also at- 
tempt to provide the simplicity and par- 
simony of a symmetric model where the 
data appeared to warrant its use. Each 
of the revisions is discussed below in 
some detail. 

Covariance Search Routine 

There are many situations in econo- 
mic, sociological and psychological re- 
search where a multivariate analysis is 

required, but where there exists one 
dominant explanatory or control vari- 
able. The explanatory factor in ques- 
tion may be of particular importance to 
some theoretical edifice, it may be 
subject to control more easily than 
other factors, or it may simply have 
been measured much more readily and re- 
liably than the others. Where the data 
come from an experiment and not a sur- 
vey, the obvious procedure is covariance 
analysis. 

However, with non -orthogonal survey 
data, one may want to search out sub- 
groups in which there are different re- 
lationships between the dependent vari- 
able and this dominant explanatory vari- 
able. For instance, in much analysis of 
cross -section survey data, the economist 
is often interested in the effect of 
personal or family income on some behav- 
ioral variable, and on whether that "in- 
come effect" (as represented by the 
slope of the regression of the behavioral 
variable on income) varies with other 
circumstances. The answer to this ques- 
tion will help to determine whether it 

is necessary to disaggregate the data in 
models used for forecasting, and the op- 
timal way to do it. 

Sociologists and psychologists of- 
ten face similar problems in which the 
purpose of the investigation requires 
isolating the effect of a particular var- 
iable under a wide variety of combina- 
tions of circumstances. For instance, 
intelligence, alienation and authori- 
tarianism have each been the subject of 
repeated investigations in which the ob- 
ject has been to relate that particular 
factor to specific consequences in such 
a way as to specify the form of the re- 
lationship under various conditions and 
for particular types of people'. 

Another illustration is in the ana- 
lysis of changes taking place over time. 



The initial value of a phenomenon under 
study clearly affects its value measured 
at a subsequent time. This is why the 
residuals from the regression of its 
current (t2) value on its initial (t1) 
value are often used as a measure of 

1 
change, instead of the raw increments. 
However, this "initial value" effect 
might not be the same for all sub- 
groups in the population. If, then, a 
single equation were to be fitted, a 
downward bias would be exerted on the 
correlations between change and those 
factors thought to be responsible for 
it. Thus, when residualizing a vari- 
able for study, a search should be made 
to determine if this initial value ef- 
fect is homogeneous throughout the pop- 
ulation. 

For all these reasons, a variant 
of the earlier sequential data analysis 
algorithm has been developed in which 
the criterion for sequential subdivi- 
sion of a sample -is changed from the 
sum of squares explained by two sub- 
group means (instead of one pooled 
mean) to the sum of squares explained 
by two simple sub -group regressions 
(instead of one simple regression of 
the pooled data). The search algorithm 
otherwise has basically the same frame- 
work: each group potentially to be di- 
vided is examined using all feasible 
partitions base on each explanatory 
characteristic. The difference is 
that the quantity maximized when a group 
is divided into sub -groups is the vari- 
ation explained by the regression of the 
dependent variable on the covariate 
within each sub -group. If the two best 
fitting regression lines differ as to 
intercept or slope, then the unexplained 
variation would be reduced, and the 
split with the largest difference be- 
tween the two regressions would reduce 
it the most. 

Given this conceptualization of the 
problem, a partition may be chosen so as 
to maximize any one of three quantities. 
One may evaluate reductions in unex- 
plained variation due to differences be- 
tween means, differences in regression 

2 

For a thorough discussion of this 
problem see Lord (1967). 

If the order of the (k) classes of 
the explanatory characteristic is 
maintained, there are only (k -1) ways 
of forming two groups on the basis of 
that predictor. However, if one re- 
orders them on the basis of the 
means of the dependent variable there 
are many more possible ways of form- 
ing the two sub -groups. 
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lines, or both taken together. The ori- 
ginal AID algorithm sought to maximize 
the sum of squares explained by means of 
the sub -groups resulting from parti- 
tion of the "parent" group, i.e., it 
maximized the expression 

N11 + - NT (2) 

The rationale for this is easily seen in 
Table 1. 

It can be seen from Table 2 that 
a 

second quantity could also be maximized. 
This is the expression 

(N1- 1)r128 + (N2- 1)r22sy22- (N- 1)r2sy2 

(3) 

This is the sum of squares of the two re- 
gression estimates around the two g5oup 
means resultinf from the partition. It 
reduces to: 

2 lEE(Y-) (X-51 

i=1 

[E(Y-)(X-X)]2 

(4) 

A third quantity which may be maximized 
is obtained from the sum of these two 
and would represent the effect of both 
the variable used in the partition and 
the X covariate. The variation explained 
by the sub -group means and that explain- 
ed by the regression are both maximized. 
This expression is 

+ (N1-1)r12sy12 N2Y2 + (N21)r2sy2 

- NY2 - (N-1)r2sy2 (5) 

The existing algorithm has also been 
modified to permit an examination of the 
effects of one crucial categorical pre- 
dictor in various parts of the sample 
without permitting it to be used in the 
partitioning process. Permitting the 
analyst to retain the ability to con- 
ceptualize the effects of the crucial 
variable in terms of slopes and inter- 
cepts as well as the ability to use pro- 
files of sub -group means gives a desir- 
able simplicity. 

1 Computational formulas are, of course, 
somewhat different and are not given 
here. In maximizing any of these ex- 
pressions the last term is constant 
over all possii -le partitions and can 
be ikolored. See Walker and Law (1953) 
op 210 -216. 

2 
See Walker and Law (1953), pp 242 -244. 



TABLE 1. 

Analysis of Variance for Differences in Means 

Source of Variation d. f. Sum of Squares Mean Square 

Observations around k N 
grand mean N -1 SST 

j =1 i =1 

k 

s2 

Between group means k -1 = SSB 
j =1 

k N. 

MSB 

Within Groups N -k = SSW 
j =1 i =1 

MSW 

The covariate problem is illus- 
trated below. Owning a home (as op- 
posed to renting, etc.) is related 
not only to income, but to age, family 
size, and place of residence (urbani- 
zation). More important, a very 
large fraction of older people outside 
the large urban areas own a home re- 
gardless of their income; i.e., in- 
come differences have no effect at 
all on home ownership in this group. 
However, among young families with 
children, small increases in income 
appear to lead to substantial in 
creases in the probability that the 
family will soon own its home. Fur- 
thermore, among young people with no 
children at all, home ownership is 
rare at any income level. Clearly, 
economic projections of home owner- 
ship need to be based not just on ag- 
gregate statistics of income increas- 
es, but on who received them. 

The effective use of survey data 
to shed light on such problems re- 
quires concentrating attention on the 
differential relation of income to eco- 
nomic activity as well as studying its 
effect in the aggregate. 

These details are further illus- 
trated by an examination of Figure 1. 
In the total sample the regression of 
Y on X1 is 

Y al + b1X1 + u1 
(6) 

However, when the sample is split on 
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variable X into 2 groups, one with 
X2 = 1,2 and the other X2 = 3,4, for 
the latter group this regression is 

Y a3 + b3X1 + u3 (7) 

and if, in addition, this group is split 
on variable X4, then for = 4 or 5, 

the regression of Y on X1 

Y = a7 + b7X1 + u7. (8) 

This is illustrated in Figure 1. 

If we also have 

and 

and 

2 + Eu3 (9) 

2 > (Eu42 + u52 Eu2 ) (10) 

Eu32 > (Eu52 + Eu72) 
(11) 

it is clear that the various effects of X1 
on Y as revealed by the differences in the 
slopes (bi) and the intercepts (ai) are 
associated with the joint occurrence of 
the conditions denoted by the indicated 
values of variables X2, X and X4. Thus 
one must devise a means searching 
various sample sub -groups in order to 
learn whether these differential effects 
exist and what forms they take, under ade- 
quate constraints to reduce the probabili- 
ty of detecting differences which are spur- 
ious. It is this problem which lends it- 
self to solution via a formal sequential 
decision process programmed to run on a 



TABLE 2. 

Analysis of Variance for Regression 

Source-of Variation D. F. Sum of Squares Mean Square 

Regression estimates 
around N 

1 (i 
i =1 

(N- 1)r2sy2 

Observations around 
regression estimates N 

N-2 
N 

i =1 
-2 (1 -r2)s2 

Observations around 
N -1 

ÇN 
(Yi )2 

i =1 

sy2 

Where r2 = 
[E(X-%) (Y-Y)] 

(X-1)2E(Y4)2 

s 
2 E(Y-)2 

y N-1 

+ 

b 
E (X-X) (Y-T) 

E(X-7)2 
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Total Sample 

Y=a1+b1X1+ u 

X2 1,2 

Y=a2+b2X1+ u2 

X2 = 3,4 

a3+b3X1+ u3 

X3=1 X3=2 X4 = 1,2,3 X4 = 4,5 

Y=a4+b4X1+ u4 =a5 +b5X1+ u5 a6+b6X1+ u6 a7+b7X1+ u7 

Figure 1. Differential Effects of X1 on Y1. 
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TABLE 3. 

Logical Models for Two Dichotomous Predictors and 
a Trichotomous Dependent Variable 

Configuration AB 

AB 

Y=0 Y=1 Y=2 

1 3 4 5 6 

Row 

1 Aa CS CS 
2 1 0 0 CS BICOND (M)BICOND 
3 2 0 0 CS (M)BICOND BICOND 
4 0 1 0 CS A (M)CS 
5 1 1 0 A SC R 
6 2 1 0 (M)CS R (M)BICOND 
7 0 2 0 CS (M)CS A 
8 1 2 0 (M)CS A (M)SC 
9 2 2 0 A (M) SC SC 

10 1 CS A (M)CS 
11 1 0 1 A SC R 
12 2 0 1 (M)CS R (M)BICOND 
13 0 1 1 EXOR SC A 
14 1 1 1 SC A CS 
15 2 1 1 A CS BICOND 
16 0 2 1 (M)EXOR R (M)SC 
17 1 2 1 R CS A 
18 2 2 1 (M)SC A SC 
19 0 0 2 CS (M)CS A 
20 1 0 2 (M)CS A (M)SC 
21 2 0 2 A (M)SC SC 

22 0 1 2 (M)EXOR R (M)SC 

23 1 1 2 R CS A 
24 2 1 2 (M)SC A SC 

25 0 2 2 EXOR (M)EXOR SC 

26 1 2 2 (M)EXOR EXOR SC 

27 2 2 2 SC SC A 

a 
A means additive; CS means cumulative upwardly and substitutive down- 
wardly; SC is the inverse of CS; (M) means "modified;" BICOND means 
"biconditional;" R means reversal and EXOR refers to "exclusive or ". 
Table adapted from Sonquist (1969a). 
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large scale computer. 

Extending the Search Algorithm - A 
Multi -step Look -ahead 

Experimentation with the original 
algorithm to determine its behavior 
under known conditions was carried out 
using contrived data. This process 
of working out tests under a variety 
of different conditions led to the de- 
velopment of a typology of multivari- 
ate models. From this viewpoint, 
multivariate interactive and additive 
AID and MCA models could be viewed as 
eighty -one variants of the same basic 
structure, which, in its simplest form 
(two dichotomous predictors and a tri- 
chotomous dependent variable) could 
be defined almost entirely in terms 
of the fundamental operators of Bool- 
ean algebra, (see Table 3) , Elimin- 
ating permutations and inverses re- 
duces the number of models to sren 
non- trivial ones, (see Table 5) . 

This typology also delineated ex- 
actly certain limitations of the ori- 
ginal AID algorithm, some of which 
could not have been noticed earlier. 
For instance, while the published pro- 
cedure was found to be capable of deal- 
ing adequately with many two -way inter- 
actions, others were identified as be- 
ing difficult for it to deal with (Son - 
quist and Morgan, 1964). These were 
seen to consist of interactive rela- 
tions characterized by consistency, i.e., 
by balance or symmetry. One such ex- 
ample is the biconditional model, illus- 
trated in Table 5. 

Table 4. 

Occurrence of Effect "C" Associated 
with the Joint Occurrence or Joint Ab- 
sence of Two Causal Factors, A and B. 

Condition 
"A" B 

Condition "B" 
Not -B 

A 

Not -A 

C 

Not -C 

Not -C 

C 

1 A more extensive discussion of these 
models is given in Sonquist (1969a) 

2 
The eighth is a constant in all cells. 
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Although the frequency with which 
variants of this model actually oc- 
cur in real data is not known, it is 
notable that at least one realiza- 
tion has received considerable at- 
tention in the recent sociological 
literature, thy concept of status 
inconsistency. The problem of de- 
veloping analysis techniques to deal 
with this class of models is of im- 
portance for economic, educational 
and psychological research as well 
as for sociology. 

It can be seen that the earlier 
sequential partitioning algorithm 
which examines only the "zero- order" 
effects of A and B separately could 
not discover the consistency effect 
in these data. There are really 
two A "effects" and they cancel each 
other out in the total group. More- 
over, the additive assumptions im- 
plied by the choice of Multiple 
Classification Analysis would also 

to conceal the real state of 
the world. 

However, the extended AID algo- 
rithm partitions the sample tenta- 
tively, first on one causal variable 
and then on the other (as well as 
making tentative partitions on other 
variables). The actual partition is 
made so as to maximize the effects 
of several successive partitions. 
This makes it possible first to re- 
veal a consistency effect to the ana- 
lyst by means of appropriate output, 
then to make an appropriate parti- 
tion, and finally, to continue with 
the rest of the sequential search 
procedure. 

In general, such a two -split 
scanning algorithm appears capable of 
providing information adequate for 
the analyst to identify the two -way 
interactions existent in the data. 
It also appears able to provide 
leads or clues to the existence of 
three -way interactions. This is seen 
to be a simple extension of the way 
in which the present algorithm pro- 
vides clues to the existence of two - 
way interactions. Thus, an algorithm 
which examines the cross -classifica- 

1 For an example, see Blalock (1966). 



TABLE 5 

Seven Logical Models for Two Dichotomous Predictors 
and a Trichotomous Dependent Variable 

Key Cell Averages 

H high cell mean 
L low cell mean 
M middle cell mean 

4. Additive 

1. Uni- 
variate 

B1 B2 5. Biconditional 

A L H 
1 

A2 L L L H 

6. Modified 
Biconditional 

2. Cumu- H M 
lative L 

L L L H 

7. Reversal 

3. Modi- 
fied H M H 
Cumula- 
tive 

L L L M 



tion of p predictors simultaneously 
appears able to reveal terms compos- 
ed of p raw variables regardless of 
the symmetry of the term. However, 
such an algorithm also appears capa- 
ble of revealing a term involving p 

+ 1 raw variables if the term is 
asymmetric. 

For instance, if we have the 
three variable asymmetric model, "if 
A and B and C, then Y 0, otherwise 
Y = 4," the algorithm using a two - 
split strategy would produce the se- 
quence of partitions illustrated in 
Figure 2. 

Of course the amount of comput- 
ing required to search out combina- 
tions of three or more variables 
increases as an exponential func- 
tion of the number of variables 
considered simultaneously. Hence 
constraints have to be put on the pro- 
cess to permit the eliminations of 
unpromising leads and thus the exa- 
mination of the subsequent parti- 
tions. However, this does not ap- 
pear necessary in the three variable 
case. 

Extending the Search Algorithm - 

Premium for Symmetry 

The original algorithm repre- 
sented a step in the direction of 
specifying a statistical model so 
it fits the data rather closely. 
The introduction of the look -ahead 
principle moves further in this di- 
rection. However, it can be antici- 
pated that increasing the "wiggling" 
ability of a model being fitted will 
also increase the probability of the 
analyst basing his theoretical model 
on data largely reflecting idiosyncra- 
tic characteristics of the sample un- 
der investigation. Hence additional 
constraints are needed that would 
tend to guard the analyst against 
over -fitting his model. One such con- 
straint is a premium for symmetry. 
Thus, when a look -ahead is employed a 

capability can be provided for in- 
creasing the probability that if a 

given predictor is used to make 
partition in a given way on one branch 
of a partition sequence it will also 
tend to be used similarly in the paral- 
lel branch. This principle of con- 
straint toward symmetry is illustrated 
in Figure 3. 

Once groups four and five have been 
created using variable B the symmetry 
question arises. The proposed partition 
of group two, the "Not -A's" into new 
groups could be accomplished using, say, 
variables B, C, or D, but not variables 

E, F, or G, since the latter show insuf- 
ficient explanatory power. In the previ- 
ous algorithm, the choice of a variable 
on which to base a partition would have 
been to compare B, C, and D and then 
choose the one capable of producing the 

greatest reduction in the unexplained sum 
of squares. The present proposal would 
alter the algorithm to require that if C 

or D were chosen over B, it would have 
to achieve a certain ratio of explanatory 
power when compared with that resulting 
from a partition based on B identical to 

the one already performed in the paral- 
lel group. The comparison ratio would 
be supplied by the analyst at the time 
of execution of the program. Setting 
the ratio to 1.0 would simply cause the 
regular algorithm to take effect. Set- 
ting it larger than 1.0 would bias the 
algorithm toward symmetry; setting it at 

less than 1.0 would tend to prevent sym- 
metry. For instance, a value of 1.25 

would require that a non -symmetric par- 
tition explain 25 percent more varia- 
tion than a symmetric partition in 9r- 
der to be actually used in a split. 

Preliminary Examination of the New 
Algorithm 

As a preliminary investigation into 
the power of the new algorithm with re- 
spect to the look -ahead and covariance 
options, tests were made using all com- 
binations of the seven logical models 
of Table 5 applied to both meats and 
slopes (see Tables 6a and 6b). 

1 

2 

3 

In the case of dichotomous predictors 
the identical partition is the only 
possible one. This is not the case 
where the variable has three or more 
classes. We focus on total symmetry, 
i.e., forming identical sub -groups 
based on the same predictor. 

Appropriate values of the symmetry 
premium for actual use are yet to be 
worked out by experimentation. 

For each of the means model in Table 
5a, a dependent variable was generat- 
ed, Yi = a + = 1,...,100, where 
(a) represents the mean of a given cell 
(25 observations were generated for 
each call) and is a random error 
e (N(0,.5). the ei remains con - 
stant for all 7 models. A covariate 
x N(0,1), i 1, ...,100, was al- 

generated, and for all 49 combin- 
ations of means and slopes the depen- 
dent variable yi = a + bx + e , i = 

1, ...,100, was formed, were ta) and 
(b) are the mean and slope values for 
the appropriate cell. The means - 
alone model, y = a + was also eval- 
uated, making the total number of ex- 
periments fifty -six. 



All 

Not -A 
4 

A 

= 3 

Not - B 

= 4 

B 

Figure 2. ABC Implies Y Q, Else Y = 4 
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Not - C 

= 4 

C 



Figure 3. Symmetric Partition. 
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TABLE 6a 

7 Logical Models Applied to Means 

1. Univariate 

B2 

2. Cumulative 3. Modified 
Cumulative 

A1 10 10 10 10 5 

A2 

6. Modified 
4. Additive 5. Biconditional Biconditional 7. Reversal 

10 5 10 10 5 10 5 

5 10 10 5 

TABLE 6b 

7 Logical Models Applied to Slopes of Y on X 

1. Univariate 2. Cumulative 3. Modified 
Cumulative 

B1 B2 

Al 1 1 1 -1 1 o 

A2 -1 -1 -1 -1 -1 -1 

6. Modified 
4. Additive 5. Biconditional Biconditional 7. Reversal 

1 1 -1 1 1 

-1 -1 1 -1 1 -1 
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Since this was a preliminary study, 
"masking" factors such as intercor- 
relations and noise in thr predic- 
tors were not considered. However, 
to provide a test of the algorithm's 
ability to pick out explanatory fac- 
tors from a noisy background two 
uncorrelated dichotomous dummy 
variables were generated along 
with the two variables defining 
the model. Each experiment was 
made using the two real factors and 
the two noise factors as predictors, 
utilizing the "look- ahead" with two 
splits (creation of three groups). 

For the means -alone cases, the 
sum of squares between the three ter- 
minal groups was maximized, i.e., from 
Table 1, 

3 

E Ni - NY2 
i=1 

(12) 

For the means and slopes cases, 
the quantity maximized between the 
three goups was the sum of squares 
resulting from both the reduction in 
means and regression, i.e., from 
Table 2, 

3 

Nii2 + (Ni-1)ri2syi 

- TNY2 + (N- 1)r2sy (13) 

As was expected,JJJJ with the excep- 
tion of the biconditional model, the 
look -ahead with two splits yielded re- 
sults similar to those from no look - 
ahead; the final groups in both cases 
were identical, but occasionally the 
look -ahead would lead to splits on the 
variables in reverse order from a 
parallel analysis using no look -ahead. 

The biconditional -means model 
still presented some problems, however. 
For the no -slope version of the model 
as well as the univariate, cumulative, 
modified cumulative, additive and re- 
verse slope models, the algorithm 
with no look -ahead could make incorrect 
splits; that is, it could use the dum- 
my variables by mistake. it is signi- 
ficant, however, that the look -ahead 
identified the models correctly. How- 
ever, it occasionally made subsequent 
partitions on the dummy variables. 
This proved to be capable of remedy by 
an adjustment of the reducibility cri- 

1 Further work is to include tests 
with predictors of varying levels 
of intercorrelation and skewness 
as well as the assessment of the 
algorithm activity to deal with 
correlated "noise." 

88 

terca controlling the termination 
of the partitioning process. Pro- 
per choice of this criterion still 
permits legitimate partitions to 
take place, but prevents subsequent 
spurious ones. For the no -look- 
ahead case, this fraction p ap- 
parently should be in the range 
.005 < P < .008. For the one - 
step look -ahead (two splits) this 
fraction apparently has a lower 
bound of P1 .016. The look -ahead 
apparently does the job it was de- 
signed for. 

Our findings from this initial 
experimentation with covariance mo- 
dels suggest that the differences in 
means may be much more powerful in 
determining what split is to be made 
than are differences in slopes. In 
fact, in most of the cases where (a) 
the two groups had no differences in 
means and (b) one of these groups 
had slope zero, the two regressions 
resulting from tentative partitions 
were not sufficient to meet the re- 
ducibility criterion with, or without, 
a look -ahead. For instance, in the 
example given below in Table 7, the 
algorithm would split the sample on 
variable A, but would not split ei- 
ther of the resulting groups. 

Table 7. 

An Example of a Remaining Problem 

A1 

A2 

Means 

B1 B2 

10 A1 

A2 

Slopes 

B1 B2 

1 

-1 

1 
The criterion is the fraction of the 
total sum of squares from the total 
input sample that a split (or se- 
quence of splits in the look -ahead 
case) must explain in order for the 
split actually to be made. The maxi- 
mized function [equation (12) or (13)] 
must be greater than p times TSS. 
The behavior of the algorithm is in 
keeping with previous results from 
the original algorithm. For p < 

.005, there is a tendency to split 
on the dummy variables after the cor- 
rect splits have been made. For pi 
< .016 the look -ahead would occa- 
sionally split on a dummy variable 
even before making the correct splits. 



While this result is not entirely 
unexpected, it may imply that maxi- 
mizing differences in means alone 
or in regression slopes alone may 
be a more powerful toollthan the 
combination of the two. Further 
experimentation with these models 
using only the slopes is obvious- 
ly indicated. 

Significance of These Findings 

This extended algorithm rep- 
resents a continuation of our at- 
tempts to develop better methods 
for adequate handling of the prob- 
lem inherent in applying multivar- 
iate statistical techniques in the 
analysis of cross -sectional survey 
data with large numbers of cases 
(1000 or more). The covariance ca- 
pability is relevant for the analy- 
sis of panel as well as one -time 
cross- sectional data. The increas- 
ing volume of survey and other non- 
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A COMPUTER LANGUAGE FOR THE ANALYSIS OF VARIANCE 

David J. Armor, Harvard University 

Computer processing methods in the social 

sciences have undergone radical change during 

the sixties. The change has been along two major 

dimensions. First, increased computing capa- 

bility has led to considerable development in 

numerical analysis and statistics. It has 

become possible to handle such complicated 

computational problems as matrix inversion and 

characteristic equation solutions. The conse- 

quence is increased stress on multivariate meth- 

ods which have been relatively ignored to this 

point. Among social scientists, interest has 

grown in the potential applications of such 

methods as multiple regression, factor analysis, 

and discriminant function analysis. Aside from 

their conceptual relevance, for the first time 

it is practical for him to consider such methods 

since "canned" programs remove the requirement 

of understanding the necessary mathematical 

operations. Several programs for the multivari- 

ate analysis of variance, one of the more compli- 

cated methods, have become widespread 

Second, at the beginning of this decade the 

few social scientists who analysed their numeri- 

cal data by computer relied on fairly simple 

"canned" programs, such as those supplied in 

Dixon's BMD series.2 While many of these pro- 

grams provided the social scientist with consid- 

erable computing power, they were very often 

quite restricted in their assumptions about data 

format, transformations, the number of para- 

meters, and the like. As more social scientists 

began utilizing the computer, the demands for 

flexibility and generality spurred efforts to 

develop more comprehensive computer systems for 

data analysis. Some of these systems have taken 

on the character of "natural" languages which 

make it possible for the researcher to request 

many different and complex analysis with a 

minimum of knowledge about computer technology.3 

I would like to describe the development of 

a data analysis system called Data -Text which 

takes advantage of these two trends.4 In parti- 

cular, I would like to describe the way in which 

the Data -Text is a natural computer language with 

instructions expressed in words or terms which 

can be understood by the average social science 

researcher. The language allows for a wide 

variety of data input and transformation. 

Moreover, the statistical analysis routines, 

particularly those for the analysis of variance, 

contain many options and combinations which are 
ordinarily found only in separate canned programs. 

The existence of these features makes it rela- 

tively easy for social scientists to request 

quite complicated analyses of variance on a great 

variety of data types. 

Before presenting the analysis of variance 
language, it will be necessary to describe brief- 

ly the overall Data -Text language. All of the 

statistical routines in Data -Text take advantage 

of the preliminary Data -Text features for the 

definition and labeling of variables. Rather 

than describe the whole language in detail, an 
example will be used to illustrate the relevant 
features. Let us assume a study involving any 
number of subjects and several sets of variables: 
background variables, such as sex, age, educa- 
tion and an ability test score; treatment vari- 
ables, such as drug and stress conditions; and 
dependent variables, such as blood pressure, 
pulse rate, and a test battery of 10 yes -no 
questions measuring anxiety symptoms. 

We assume that the data is punched with two 
cards per subject (any number would be possible). 
If UNIT refers to a subject idemtifdcation fiwrd, 
and if COL refers to column number .(and COL... /n) 

*DECK SAMPLE DATA FOR ANOVA 
*CARD(1)/ UNIT = COL(1 -4), CARD = COL(5) 
*CARD(2)/ UNIT = COL(2 -5), CARD = COL(79) 
*SEX COL(9 /1) = SEX OF RESPONDENT(MALE /FEMALE) 
*EDUC = RECODE(A) C0L(36 -37/2) = EDUCATION(GRAM /HS /COLL) 
*AGE = C0L(10 -11 /1) 
*CODE(A) (1- 4 =1/5- 7,9=2/8,10 -12 =3 /0THERS= BLANK) 
*DRUG = C0L(15 /2)=DRUG CONDITION(PLACEBO /ASPIRIN /CODEINE) 
*BLP(1 -3) COL(41- 43,45- 47,49 -51/2) = BLOODPRESSURES 
*VAR(4) = COL(6 /1) +1 = STRESS(LOW /HIGH) 
*VAR(6) = COL(71- 72/1)= ABILITY TEST SCORE 
*VAR(7) = (VAR(6) /AGE) *100 = IQ 
*PULSE(1 -3) COL 62 63,64 -65,66 -67/2) IF DRUG = 2, 3 = PULSE RATES 
*ITEMS(1 -10) = COL( 51(10)/1) = ANXIETY ITEMS 
*ANXIETY = SUM ITEMS(1 -10) = ANXIETY INDEX 
*PRINT UNIT IF VAR(7) GREATER THAN 200 
*COMPUTE FREQUENCIES 
*COMPUTE CORRELATIONS(6,7,ANXIETY BY BLP(1 -5), PULSE(1 -3)1 TEST 
*COMPUTE FACTORS (ITEMS(1 -10)), MAX 3, NOSCORES 
*COMPUTE REGRESSION (4, ANXIETY ON SEX, EDUC, 6, 7,), RESIDUALS 
*COMPUTE CROSSTABS (4, DRUG BY EDUC BY SEX), TEST, GAMMA 
*COMPUTE PLOTS (7, ANXIETY BY BLP(1 -3)) 
(data Deck or a READ TAPE instruction) 
*END 
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refers to columns in the nth card), then the 
following Data -Text instructions are sufficient 
to define the variables, with the transformations 
indicated, and to compute a variety of statisti- 
cal analyses (each line might represent either a 
punched card or a line typed at a console): 

Each of the statistical analyses requested 
by the *COMPUTE instructions is a separate rou- 
tine loaded by the Data -Text system. This makes 
it possible to perform several quite distinct 
analyses with a single computer run. On a con- 
sole, it would be possible to get the results of 
each analysis before requesting another. The 
results are printed out making full use of the 
variable numbers, variable names, and category 
names. 

For example, one face of the three -way 
crosstab appears as: 

One of the keys to the simplicity of the 
*COMPUTE instructions is the choice of default 
conditions which correspond to the most common 
usage of a given analysis. For example, in all 
routines missing observations are always assumed 
by default; in regression, stepwise is assumed; 
in factor analysis, principle components is as- 
sumed. The options available are specified 
separately by users who desire them. Aside from 
its simplicity, this approach avoids cluttering 
up a print -out with information not useful or 
not meaningful to a user (e.g., a full inverted 
correlation matrix of the independent variables 
in regression analysis). 

The *COMPUTE instructions for the analysis 
of variance routine in Data -Text are somewhat 
more complicated than the instructions presented 
so far. The main reason is that the routine is 
fairly generalized so that a wide variety of de- 

CONTINGENCY TABLE i 

CELL PERCENTS BASED ON COLUMN SUMS 
SUBTABLE OF UNITS WITH MALE ON SEX OF RESPONDENT 

LOW 

VAR(4) 
STRESS 

HIGH 

EDUCATION 
GRAM HS COLL 

T 

22.2 48.6 68.2 

4 18 15 

77.8 51.4 31.8 

14 19 7 

TOTAL PERCENT 

37 48.1 

40 51.9 

TOTAL 18 37 22 77 
PERCENT 23.4 48.1 28.6 100.0 

CHISQUARE = 8.388 WITH 2 DF (SIGNIFICANT AT THE .015 LEVEL) 
GAMMA = -.529 

signs can be handled. The routine is designed 

to handle a large number of factors (or classifi- 

catory variables) with any number of levels on 

each, the main restriction being the available 
computer memory. 

The routine handles factors which are crossed 

or nested, or any combination of such. In these 

designs, UNIT's (or subjects) are assumed to be 

nested within the cells generated by the 
classification structure. For example, using 
the variables derived in our example, 
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*COMPUTE ANOVA (SEX BY EDUC), ANXIETY 

takes the anxiety score as the dependent vari- 
able and sex and education as the factors. The 
operator "BY" indicates a factorial design, and 
the number of levels is taken from the number 
of categories given in the variable definition 
of each. Thus, this would be a 2 X 3 factorial 
design with replications. 

If several univariate analyses with the same 

design are desired, the instruction would be 



*COMPUTE ANOVA(SEX BY EDUC),VAR(4,7),ANXIETY 

Three separate anovas would be carried out, one 
at a time, for stress, IQ, and anxiety. 

There are two general default assumptions in 
these examples which apply to certain other ex- 
amples as well. As we said, UNIT's (subjects) 
are assumed to be nested within each cell. 
There may be, however, unequal numbers of obser- 
vations per cell, so that non -orthogonal factor- 
ial designs can be analyzed. The method used is 
that of unweighted means.5 

The second default is fixed effects; i.e., 
the levels of each factor are assumed to be a 
universe of factor levels. If the levels are 
sampled, the sampling fraction -- or the option 
R (random) if sampling from an infinite 
universe -- can be placed after the VAR number: 

*COMPUTE ANOVA(SEX BY EDUC(R)),ANXIETY 

would cause education to be treated as a random 
effect, and this analysis would be handled as a 
mixed model. 

Factors which are nested are indicated by the 
operator "within ". Assume we defined two 
additional variables as follows: 

*STATE =COL(77 =(NY /MASS) 
*CITY =COL(78 /1)= (ALBANY /NYC /BOSTON /SPRING) 

City is nested within state, and the ANOVA reque& 

*COMPUTE ANOVA(CITY WITHIN STATE),ANXIETY 

would cause the appropriate nested design analy- 
sis. In these designs UNIT's are assumed to be 
nested within cells. 

Any number of factors (up to 10), either 
fixed or random, can be combined in an expression 

and the correct analysis will be carried out. 

Parentheses are used for clarity of the nesting 

relationships: 

*COMPUTE ANOVA(EDUC BY(CITY WITHIN STATE)),ANXIE[Y 

would be a three - factor design, with education 

crossed by both city and state. 

The testing of effects is made possible by 

implementing the Tukey -Cornfield rules for 

finding the correct denominators for F- tests.6 

These rules cover most combinations of fixed or 

random and crossed or nested factors. Special 

options are available in the event that a denomi- 

nator cannot be found for a given test. 

In many behavioral science applications, 
subjects are measured several times, with a sub- 

ject becoming his own control. Examples are 

survey panel studies and learning experiments. 

These set -ups are often termed "repeated measure" 

designs. They present special problems for the 

Data -Test system. For example, assume that the 

pulse rate variables, PULSE(1 -3), were actually 
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measured at three different times, and it is de- 
sired to test for changes over time. The usual 
approach is to assume a factorial design with 
UNIT's crossed by time and with one observation 
per cell. However, the time factor is not an 
explicit Data -Text variable, as were the factors 
in our previous examples; the levels of time 
are implicit in the existence of three pulse rate 
measures. Moreover, the dependent variable, 
pulse, is not a single Data -Text variable. To 
indicate this type of design, we provide special 
*FACTOR and *MEASURE definition instructions. 

*COMPUTE ANOVA(UNIT BY A),MEASURE(1) 
* FACTOR(A) /TIME2 /TIME3) 
*MEASURE(1)= PULSE (1= A1/2= A2/3 =A3) =PULSE RATES 

The factor instruction gives the structure 
and labels for the factor, and the measure in- 
struction relates the dependent variable to the 
levels of the factor (A1,A2,A3). In these designs, 
the default is that UNIT's are a random effect, so 
that this example represents a mixed model. 

If we assume that there was a second repeated 
measure factor, say a treatment condition of some 
kind, and additional pulse rate measurements, then 
the following instructions would specify a three 
factor design with UNIT's crossed by time and by 
treatment: 

*COMPUTE ANOVA(A BY B),REPEATED MEASURE(1) 
* FACTOR (A) =TIME(TIME1 /TIME2 /TIME3) 
* FACTOR(B) =TREATMENT(COND1 /COND2) 
* 1) =Pulse(1 =A1,B1 /2= A2,B1 /3= A3,B1/ 
* 4 =A1,B2/5= A2,B2/6= A3,B2) =PULSE RATES 

The option REPEATED on thé *COMPUTE instruction 
has the effect of crossing UNIT by every factor 
within the parenthetical design specification. 

More complex designs can be requested which 
have some factors crossed by UNIT and other 
factors within which UNIT's are nested. An ex- 
ample might be 

* COMPUTE ANOVA((UNIT WITHIN SEX)BY A), 
* MEASURE(1) 

*FACTOR(A) =TIME, etc. 

In this case we have the repeated measure 
assessment -- UNIT's by time -- carried out on 
both males and females. Thus, UNIT's are 
nested within sex, but time is crossed by sex 
and by UNIT. 

All of the designs discussed can have co- 
variates specified, and the appropriate analysis 
of covariance will be computed. 

*COMPUTE ANOVA(SEX BY EDUC),ANXIETY/VAR(6) 

will treat VAR(6), ability score, as a covariate. 
The results include the regular tests for 
anxiety, the covariance or regression test, and 

tests for the anxiety effects after adjusting 
for VAR(6). A covariate (or any number of co- 

variates) can be specified on any of the de- 
signs discussed earlier. 



The routine can also handle the generalized 
multivariate case. If one has several dependent 
variables which are to be tested simultaneously, 
(the 10 anxiety items, for example), then the 
option MANOVA on the following instruction will 
cause a multivariate analysis: 

*COMPUTE MANOVA(SEX BY EDUC),ITEMS(1-10) 

The results include a multivariate test for 
each effect implied in the design using the 
likelihood ratio criterion.? The univariate 
tests are also given. The MANOVA option can be 
used with any of the designs discussed so far, 

including the covariance case. 

The output display in both the covariance 
and the MANOVA cases include the appropriate 
vectors of cell and marginal means, and the 
within -cell standard deviations and correla- 
tion matrices. The instruction 

*COMPUTE CROSSTAT(SEX BY EDUC),ITEMS(1-10) 

will produce just this display part without the 
univariate and multivariate testing. The only 
difference is that all marginal means will be 
weighted if cell N's are not equal. This option 
makes it easy to get basic statistics and 
correlation matrices within a complex grouping 
structure. 

As in the other statistical routines in 
Data -Text, considerable attention is given to 

the problems of missing observations in the 
various analysis of variance designs. Missing 
observations on a single dependent variable 
are handled by treating the design as non - 
orthogonal; i.e., unequal numbers of cases per 
cell. If the problem is multivariate, as in 
MANOVA, CROSSTAT, or covariance, missing obser- 
vation cross- products matrices are accumulated 
within cells and pooled to form an estimate 
of the population correlation matrix. 

For the repeated measures case, the problem 

is somewhat more complicated since a missing ob- 

servation is tantamount to a missing cell. The 

default procedure adopted is one of iterative 

least squares estimation of missing values for 

a given UNIT using the marginal means for that 

UNIT.8 The user may select an option to omit 

UNIT's with missing observations for both the 

repeated measure and the multivariate cases. 

There is not sufficient. space to show a 

detailed example of the planned printed output 

of the results; instead, I shall summarize the 

major contents of the output for the various 

designs. 

1) For non -repeated measure designs, the 
standard deviations, and counts will be 

displayed in a tabular form similar to 

the CROSSTAB table shown earlier. Full 

use will be made of variable and cate- 

gory labels. All possible marginal 

means will also be displayed. 
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2) If requested, effect estimates will be 
shown in tabular form similar to the 
display of means. 

3) In the MANOVA, CROSSTAT, and covariance 
cases, the within -cell correlation ma- 
trix of the dependent variables and co- 
variates will be printed. In the co- 
variance case, adjusted effect estimates 
will also be displayed. 

4) An analysis of variance table will be 
produced showing source, degrees of 
freedom, sums of squares, variance 
components, F- ratios (where possible), 
and significance levels. In the co- 
variance case, both the original and 
adjusted anova tables will be shown. 
In the MANOVA case, the likelihood ratio 
criterion will be printed. 

5) If an F -test cannot be found for a given 
effect using the Tukey -Cornfield rules, 
a table of expected mean squares will be 
produced to aid the researcher in making 
pseudo -F ratios. 

Our present plans do not call for handling 
more complex designs. For example, the routine 
will not provide a solution for factorial de- 
signs with missing cells or nested designs with 
unequal numbers of nests. Moreover, there is no 
provision handling such special designs as Latin 
squares. Future plans do call for the addition 
of an option for pooling mean squares for the 
purpose of combining or deleting various effects 
in the model, and options for testing special 
comparisons among main effects. 

Obviously, the goal of a simplified lan- 
guage means some sacrifice in the scope of the 
routine, although the present routine will handle 
the most common designs. The main purpose of the 
Data -Text system is to make complex methods 
available to the average social science research- 
er. Many researchers avoid analysis of variance 
because of the complexities involved in learning 

the computer procedures or because they must 
learn complex statistical terminology. Hope- 
fully, the gain should be increased utilization 
of an extremely powerful technique. 

Since the Data -Text project and the analysis 
of variance routine are still in the develop- 
mental stages, we welcome critical comments 
and suggestions. The analysis of variance 
procedures adopted are sufficiently complicated 
to deserve continued scrutiny and revisions 
when necessary. 



NOTES 

* The Data -Text system was developed origin- 

ally under the direction of Dr. A.S. Couch. 

Principle associates were David Peizer and 

Mary Hyde. Peizer also designed the 

original plans for the analysis of variance 

routine. Principle programmers for the 

routine have been Rod Montgomery, Frank 

Benford, and Karl Deirup. Donald Rubin has 

given further statistical assistance with 

the help of staff members in the Department 

of Statistics, Harvard University. The 

current version runs on the IBM 7090/94. 

A project to revise the current version 
for the IBM 360 and other computers is being 

supported by an NIMH grant, 15884 -01), 

with the author as principle investigator. 

1. For example, the MANOVA program from 

Dean J. Clyde, et al, "Multivariate Sta- 

tistical Programs," Biometric Laboratory, 

University of Miami, 1966; also Jeremy D. 

Finn, "Univariate and Multivariate Analysis 
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Laboratory, Department of Education, 

University of Chicago, 1966: 

2. W.J. Dixon, ed., "BMD -- Biomedical Computer 

Programs," Berkeley: University of Califor- 

nia Press, 1967. 
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7. See T.W. Anderson, An Introduction to 
Multivariate Statistical Analysis, New York: 
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Discussion 

George Sadowsky, The Brookings Institution 

I would like to comment on these three 
papers as a user of computers and as a tool 
builder rather than as a statistician. 

The central concern of the papers is with 
the problem of identifying and /or constructing 
homogeneous population subgroups. Armor pro- 
poses a tool for computing the analysis of vari- 
ance for models of a "bread and butter" type; a 
successful tool of this kind would lower the cost 
to researchers for doing these calculations. 
Sonquist is concerned with explaining variance 
by dividing the population into subgroups -- with 
the implication of later forming an explanatory 
model so that the subgroups formed by the pro- 
cedure become increasingly homogenous as the 
procedure is extended. Hall is concerned more 
with simply recognizing clusters that exist, 
regardless of the homogeneity of the character- 
istics of observations within a cluster. 

Armor's paper contains an error of mod- 
esty that is worth correcting. In his introduction 
he states that it was the demand for high -level 
languages for social science computing that has 
caused them to evolve. My observations indicate 
that this is not at all the case; rather, the supply 
of such languages has led the demand for them, 
and it is to people like Armor that we owe our 
thanks for producing these useful tools -- espe- 
cially considering the lack of academic recogni- 
tion given to this activity. 

Armor's paper appears to be a nice inte- 
gration of a widely -used class of analysis of 
variance design into the existing Data -Text 
language. There are some syntax alternatives 
that I would prefer to those in his paper, but the 
differences are relatively minor and I agree with 
the spirit of his construction. A larger issue is 
the condition under which Data -Text type language 
development is itself worthwhile. The principal 
alternatives to such development are (1) the 
existence of general programming languages 
such as Fortran, (2) languages of high -level oper- 
ators such as APL and the Lincoln Labs 
RECKONER, and (3) interrogative systems 
rather than declarative languages. 

The case for the development of special- 
ized computing tools appears to be a strong one. 
Current price trends within the computing 
industry indicate that the roles and costs of 
hardware and software are rapidly reversing. 
In this sense Data -Text can be regarded as an 
investment in capital which once created, has a 
low marginal cost of distribution (unlike hard- 
ware) and high marginal benefit. The case for 
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declarative languages is weaker, but it is cer- 
tainly true that Data -Text type tools operating in 
batch environments are currently very useful 
and will be for some time. Furthermore, the 
competition between the very different ap- 
proaches of interactive systems and declarative 
languages is likely to be strong and will yield 
benefits to social science computing as a whole. 

Other relevant points of Armor's paper are: 
(1) missing data is handled; having to deal with 
missing data is not at all aesthetically pleasing 
for the systems designer, but crucial to wide- 
spread and general use of the system; (2) the 
problem of an "escape" into more powerful 
languages to handle extensions is not visible 
(such as extensions to a Latin square design), 
and although manufacturing "escapes" is diffi- 
cult, it is useful to try to provide open -endedness; 
(3) intuitive language structure such as is em- 
ployed by Data -Text may be easy to use, but con- 
sideration should also be given in formulating 
syntax rigorously, both for definition and for 
potential implementation using meta -compilers. 

Sonquist's paper explores several additions 
to his already well -known AID algorithm. I have 
used AID, and would place substantial value on 
deepening the search strategy. Although I have 
not -- at least knowingly -- had occasion to be 
concerned with a covariate in our analysis, I 
would think that it might be a quite useful addi- 
tion. 

Sonquist's paper fascinates me most be- 
cause of the possibility of extending the AID 
algorithm even further within an interactive 
environment. Admitting that the detection of 
interaction effects is important in data explora- 
tion activities, why is it that such a process must 
be automatic? The primary reason for the auto- 
mation of the process is that most computer cen- 
ters -- both formerly and now -- operate pri- 
marily in the batch mode. Some of the implica- 
tions of this environment for interaction detection 
are less than satisfactory for social scientists. 
For example, if two variables have nearly the 
same explanatory power for a given split, the one 
with the greatest explanatory power will always 
be chosen even though the analyst may have good 
reason to choose one of them a priori from a 
knowledge of the data. In the same spirit, having 
to set a filter parameter value to distinguish 
"signal" from "noise" is difficult a priori when 
one does not know the "signal to noise" ratio of 
his data. Observing the branching process inter- 
actively would allow the analyst to terminate his 



tree structure along various branches when it 
became apparent that no substantive explanatory 
gain could be obtained by going further. Further- 
more, while the concept of expanding both the 
capacity of each node and the search strategy of 
the algorithm is laudatory, the cost increases 
exponentially. With some human guidance and 
pruning of the tree, the increase in cost of such 
improvement might only be moderate, and the 
benefits would be substantial. 

I would suggest as an alternative a 
"guided interaction detection" algorithm 
embedded in an interactive environment. Such an 
algorithm could have several modes, such as 
automatic, semi -automatic, and manual. The 
automatic mode has already been implemented. 
The semi -automatic mode would be identical to 
the automatic mode except when the explanatory 
power of the best variable for any split was not 
decisively greater than all other explanatory 
variables and when the best reduction in variance 
obtained for any split decreased below a certain 
level. In the manual mode, the program would 
display the partitioning choices and the corres- 
ponding variance statistics for the analyst at 
each node and allow him to select the partition 
or form new candidate variables. The manual 
mode of operation would also allow "back- 
tracking" upon the discovery of any evidence 
suggesting that a previous split might have been 
less than optimal, and it would also allow transi- 
tion to any other procedure at any node or leaf of 
the tree -- such as covariance analysis, multiple 
regression analysis, or multiple classification 
analysis. Transfer between modes of operation 
could be simple and could be effected at the 
analyst's discretion. A "guided interaction de- 
tection" program would seem to be an extremely 
powerful tool for data analysis in the social 
sciences. 

My first reaction to Hall's paper was to 
marvel at its convenience and elegance. I think 
it would be a very stimulating afternoon for me 
if I were in Palo Alto and had in my possession 
a set of data for analysis. Hall's approach 
seems to be more agnostic than AID, since it 
imposes no a priori structure on the data. Its 
main purpose appears to be to obtain cohesive 
or compact groups. 

However, once PROMENADE or 
ISODATA has been used by the researcher, he 
may feel that only part of his analysis has been 
performed. While it is true that application of 
either PROMENADE or ISODATA causes sub- 
groups to be formed and group profiles and 
other summary measures to be constructed, how 
then can the analyst move toward a model of the 
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world he observes? Each group must be charac- 
terized, i.e., one might feel compelled to build 
models to explain group membership. Further- 
more, if clustering is not of a very definite 
pattern -- either visually or actually -- the idio- 
syncracies of the data may cause group member- 
ship to be misleading. At the present time, the 
cost of a dedicated CDC 3100 computer with dis- 
play is relatively high for this type of application. 
Although such costs will certainly decrease, they 
will not decrease as fast as those for simpler 
input - output devices that would support a guided 
interaction program. On the other hand, the 
experience gained by the use of any interactive 
system has a subjective quality which is hard for 
a reviewer to measure without having actually 
used the system. In the case of PROMENADE, 
the subjective impact becomes even harder to 
measure due to the extensive and elegant graphic 
capabilities of the system. 

After reading both Sonquist's and Hall's 
papers, I found myself as a user wishing for 
some sort of a middle ground between them. 
They differ in that Sonquist's algorithm main- 
tains an increasingly homogeneous characteriza- 
tion of subgroups formed, whereas Hall and his 
colleagues are more interested in data classifi- 
cation using metric criteria rather than in the 
characteristics of the subgroups. Data popula- 
tions fall into a spectrum with regard to homo- 
geniety. At the one end, there is highly clustered 
data, and at the other end, very diffuse data. I 
would prefer to use Hall's method on the former 
and Sonquist's on the latter. 

Hall's interactive environment could be 
extended to allow the homogenizing of clusters 
based upon more analysis. For example, a re- 
searcher might prefer to use PROMENADE to 
isolate clusters of observations and then inter- 
actively analyze the characteristics of the clus- 
ters. He might also like to ask questions such 
as what the increase in unexplained variance 
might be if observations having certain charac- 
teristics in some clusters would be moved to 
another cluster. The answer to this question 
might determine whether he would choose to 
the system move those observations and then 
make itself available for more such analysis. 

The Monte Carlo experiments cited by Son - 
quist seem very worthwhile in evaluating the 
utility and power of these methods. One could 
conceive of a series of such experiments on data 
having different characteristics of diffusion -- 
perhaps using the same sample population. This 
would help to determine the sensitivity of these 
algorithms and their various modifications to 
"noise" in the data and it would help to 
determine thé useful ranges of application of 
these systems. 
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FINANCIAL. AND NON- FINANCIAL FACTORS AFFECTING POST -HIGH 
SCHOOL PLANS AND EVENTUATIONS, 1939 -1965* 

Walter Adams, Bureau of Applied Social Research 
Columbia University 

Part I. Introduction 

If one were to characterize American educa- 
tion over the past century, representing the span 
for which have reasonably adequate statistics, 
one might well speak of constancy accompanying 
change. The constant factor would be consecutive 
escalation in educational attainment for both 
sexes, and for whites and non -whites alike. The 
other face of this same coin, presenting itself 
as change, would be successive upward shifts in 
the modal level of educational attainment--once 
again for all four sex -race groups. These pat- 
terns are clearly revealed in an age -cohort 
analysis of educational attainment conducted 
recently at the Bureau of Applied Social Research. 
The analysis, deriving from Census data, covered 
the span of years from about 1880 through the 
early 1960s.1 

In addition to escalation in attainment, the 
cohort analysis yielded a second major constant. 
Racial minority youth, as well as considerable 
proportions of majority youth, have consistently 
lagged a generation or two behind in the overall 
rise in attainment. Such relative deprivation 
has affected most of the one in eight of all 
youth belonging to racial minorities. It has 
affected far smaller proportions of majority 
youth. Nevertheless, given the relatively large 
size of the white majority, at any point in time 
the numerical total of the educationally deprived 
among whites has totalled three to four times the 
number within the non -white minority. 

If escalation in educational attainment 
represents a major positive achievement, its en- 
during correlate, relative deprivation for 
specific population groups, represents an abiding 
problem. Public concern, and the concern of 
educators and officials as well, has consistently 
focused upon students who fail to reach the modal 
white attainment level pertaining at a particular 
time. Any apparent lessening of the attainment 
gap has been greeted with enthusiasm. In 1893, 
for example, we find James Blodgett, special 
agent for the educational statistics of the 1890 
Census, exulting over the fact that, and I quote 

The research upon which this paper is in 
large part based supported by the U. S. 

Office of Education, and was conducted under the 
direction of A. J. Jaffe at the Bureau of Applied 
Social Research. 

1For extended discussion and detailed tabu- 
lations of this age -cohort analysis see: Jaffe, 
A. J. and Adams, Walter, American Higher Educa- 
tion in Transition, Bureau of Applied Social 
Research, Columbia University, New York, 1969, 
mimeo. See especially Sections II and III and 
Part I of Appendix C Detailed Statistical 
Tables), plus discussion of historical educa- 
tional data in Appendix D (Methodology). 

99 

him: "The Negro race leaped from the illiterate 

slavery of 30 years ago, and in that time it has 
taken rank with the.white in eagerness to go to 
school." In Blodgett's day the modal white level 
of attainment was the seventh to eighth grades. 
He ftrther noted: "There was never a time when 
in the whole breadth of the land there was more 
interest the subject of education than now. 
The gains in recent years have been very 
great. . . ." But at this point Blodgett inter- 
jected a word of caution: ". . . there is wide- 

spread complaint that the advancement of pupils 
is Today, with a vastly 
altered and augmented educational establishment, 
the American people voice the identical mix of 
enthusiasm and chagrin. 

Now, in the late 1960s, the modal level. of 
attainment appears about to shift upwards once 
again, high school graduation to college 
attendance. If we turn to Office of Education 
school retention rate data, we note that in the 
latter 1960s first -year college students repre- 
sented 40% of the total of fifth graders eight 
years previously. The fifth graders approximated 

the total age -cohort. Moreover, the retention 
data reveal an uninterrupted rise since the 
immediate post -World War II years in the size of 
the first -year college population relative to 

that of high school graduates the previous year.3 
By the late 1960s, college freshmen were appre- 
ciably more numerous than the previous year's 
high school graduates who failed to enter college, 
representing a departure from the long -term trend 
from the late 19th century to the depression 
1930s for about nine in twenty high school gradu- 
ates to enter college -- somewhat more of the white 
boys and fewer of the other three sex - 
race groups.4 (Parenthetically, there is con- 

siderable evidence that Negro youth have not 
shared in this recent rise in the high school to 
college transfer rate, and there is further evi- 
dence that the principal obstacle for Negroes 
increasingly relates to securing the high school 
diploma rather than in reaching the twelfth 
grade.)' 

2Blodgett, James H., Report on Education in 

the United States at the Eleventh Census: 1890, 
Census Office, Department of the Interior, 
Government Printing Office, Washington, D. C., 

1893, pp. 21 and 23. 

3Statistical Abstract of the United States, 

1968, Bureau of the Census, U. S. Department of 
Commerce, Government Printing Office, Washington, 
D. C., 1968, Table 181, p. 126. 

Jaffe and Adams, op. cit., footnote 1. See 

also: Jaffe, A. J. and Adams, Walter, "Trends in 
College Enrollment," College Board Review, Winter, 
1964 -65, No. 22, pp. 27 -32, 

Jaffe and Adams, op. cit., footnote 1, 
Section III, Parts I and II. 



In general, then, we characterize college 
attendance, at least for a year or two, as the 
most significant educational "rite of passage" in 
the late 1960s. Our concern in the balance of 

this paper will be with determinants of college 
planning and attendance which appear to be losing 
a considerable portion of their earlier relevance, 
and with identification of residual determinants 
which would appear to represent the principal 
obstacles to college entrance today and tomorrow. 

Before reporting the findings, we shall 
briefly identify our major data sources for 
factors associated with post -high school plans 
from the late 1930s to the mid- 1960s. 

Part II. The Data 

Our information on college planning in the 
late 1930s and mid -1950s derives from a number of 
national sample surveys of high school students 
which we obtained from the Roper Public Opinion 
Center at Williams College. More recent data 
were obtained from two very similar Census Bureau 
surveys, conducted in Fall 1959 and 1965 as a 
portion of Current Population Surveys in those 
years. These various surveys permitted us to 
determine the changing relevance of socio-eco- 
nomic factors to college planning. The two 
Census surveys were followed -up in Fall 1960 and 
February 1967 to determine actual post -high 
school behavior, and to an extent we may relate 
socio- economic and academic characteristics to 
this behavior. Such relationships are somewhat 
tentative, however, since only immediate entrants 
to college were identified, and over a third of 
college entrants delay entrance more than a year 
following high school graduation. Accordingly 
we concentrate on the plans of the high school 
seniors, simply noting in passing that the 
limited findings for behavior appear to support 
the findings for plans. As far as can deter- 
mine, about eighteen in twenty college- planners 
eventually reach col,ege, plus about three in 
twenty non - planners. Flans as seniors represent 
a generally realistic indicator of future eventu- 
ations. 

Our information on less researched and less 
understood, but nevertheless significant, factors 
associated with post -high school plans derive 
from a secondary analysis of the twelfth grade 
computer tapes from the Office of Education's 
1965 benchmark Equality of Educational Opportunity 
survey, commonly referred to as the Coleman study. 
For the sample of over 90,000 high schoól seniors 
we were able to examine over forty-variables for 

&This estimate is based on the following 
facts: 1) About per cent of Fall 1965 high 
school seniors in the Census Bureau survey entered 
college immediately; 2) A 1966 Census Bureau study 
of the college population indicated that over a 
third of first -time college students delayed en- 
trance over a year following high school gradua- 
tion. At least 60 per cent of the 1965 seniors 
should enter college eventually. We simply pro- 
jected the planning- non -planning distribution for 
the immediate entrants to include the delayed 
entrants. 
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possible relationships to post -high school plans 

With these few words on the data let us turn 
to the findings. Our initial concern is with 
"classic" socio- economic determinants of post - 
high school plans. For the whole span of years, 
1939 through the mid- 1960s, we have information 
on the occupation of the head of the senior's 
household, and for the 1959 and 1965 Census 
surveys data on family income are available in 
addition. The simple question is whether, with 
the passage of time, democratization in college - 
planning by socio -economic class took place --and 
if so, precisely when this occurred. 

Part III. Socio- Economic Class and 
Post -High School Plans° 

Between 1939 and 1959 it appears that the 
proportion of high school seniors planning on 
college rose modestly, or about seven per cent, 
from roughly four in ten to just under five in 
ten of all seniors. In the far briefer six -year 
period, 1959 through 1965, the rise was about 
thirteen per cent, or nearly double that for the 
previous twenty years. In 1965 sixty per cent of 
the Census Bureau sample of seniors planned on 
college. By February 1967 forty -seven per cent 
of the seniors had entered college, and we esti- 
mate that fully sixty per cent will have entered 
when all of the delayed entrants are accounted 
for. As we have noted, a few planners will fail 
to enter and a few non - planners will in fact 
enter. 

may supplement these findings with several 
others which appear to explain them to an extent. 
All socio- economic groups of seniors, as measured 
by the father's occupation, shared about equally 
in the modest rise in expectations between 1939 
and 1959. At both dates very nearly twice the 
proportion of white- collar seniors as of blue - 
collar ones planned on college. Between 1959 and 
1965, however, though white -collar children in- 
creased college planning by eight per cent, manual 
and service children increased planning nearly 
twice as much, or by about fifteen per cent. In a 
brief six years the twenty -nine per cent planning 
gap between the two occupational groups was 
reduced by a quarter. 

For the 1959 -1965 span family income data are 
available, and for this variable democratization 
in college planning is even more pronounced. The 
findings pertain whether do or do not reconsti- 
tute the income categories to reflect distribution 
changes. College planning for poor seniors, those 

7For methodological details of this analysis 
see: Jaffe and Adams, op. cit., footnote 1, 
Appendix D (Methodology). 

8For detailed analysis and tabulations rele- 
vant to this section of the present paper, see: 
Jaffe and Adams, op. cit., footnote Sections 
VI and VII and Part IV of Appendix C (Detailed 
Statistical Tables). See also: Forthcoming 
volume by Joseph Froomkin, Aspirations, Enroll - 
ments, and Resources, Part Section 2, U. S. 
Office of Education, Washington, D. C., 1969. 



from families with 1965 incomes of under iß4,000, 

increased by twenty -three per cent, whereas the 

increase for seniors from families with incomes 

of $8,500 or more in 1965 was only six per cent. 
The planning discrepancy between the two income 
groups was reduced by roughly forty per cent in 
six years. 

In general, it would seem that it is the 
financial component of socio- economic status, 
rather than the social and psychological elements, 
that has been most clearly losing its earlier 
strong relationship to college planning. In ad- 
dition, since the Coleman study clearly estab- 
lished the strong positive relationship between 
above average tested academic ability or achieve- 
ment and high socio- economic status, we infer 
that the chief residual liabilities of low socio- 
economic status liabilities, that is, in terms 
of post -high school aspirations and eventuations 
--are social and psychological ones, plus 
academic ones. 

Supplementary findings from the 1965 Census 
Bureau survey support our belief t1at the finan- 
cial deterrent to college entrance has lost much 
of its earlier significance. When seniors not 
planning on college were asked to cite the chief 
reason for failure to so aspire, only about one 
in ten of white and non -white seniors alike cited 
lack of money or the necessity of going to work 
to supplement family income. Most cited alterna- 
tives to college such as learning a trade, or 

taking a job from choice rather than from neces- 
sity. Between one and two in ten of all non - 
planners cited simple lack of interest in college. 
Only sixteen per cent with family incomes of 
under $5,000 per year cited lack of funds or the 
financial necessity of going to work. 

In brief, by the mid -1960s it would seem 
that the financial factor, if we can credit the 
seniors' testimony, was a relatively minor deter- 
minant of post -high school aspirations. The 

question becomes one of accounting for this 
finding. 

Part IV. Higher Educational 
Innovations in Recent Years 

Since the latter 1950s a number of higher 
educational innovations in combination would seem 
to explain the liberalization in access to college 
for lower socio- economic high school graduates. 
All of the innovations represent direct or in- 
direct financial subsidies of higher education on 
the part of Federal, State, and local governments. 
Let us identify the most significant of these 
factors, and also attempt to determine their 
rough relative significance for less affluent 
college aspirants. 

The factor of overriding significance would 
seem to be massive growth of "open -door" public 
commuter 2 -year colleges during the 1960s. In 
1961 there were just over four hundred such 
schools enrolling about 645,000 students. By 
1968 there were over seven hundred public 2 -year 
colleges (a seventy -five per cent increase) en- 
rolling one and three -quarters millions of 
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students (or an increment of one hundred and 
seventy -one per cent in seven years).9 

Viewed in another way, the 1960 Census 
Bureau follow-up of the 1959 high school seniors 
found about 22% of the immediate college entrants 
enrolling in 2 -year schools. The parallel fol- 

low-up of the 1965 study in Fbbruary 1967 found 
thirty -four per cent entering 2 -year colleges, or 

over half again the earlier proportion. In 1967, 

Office of Education data indicate that about 

thirty -eight per cent of all first -time collegians 

were enrolled in colleges.10 This latter 

figure includes delayed as well as immediate 
college entrants. It is significant to note that 
Fall 1966 Census data on the college population 
indicate that about forty -one per cent of first - 
time students at 2 -year colleges had delayed 
entrance over a year following high school gradu- 

ation, whereas this was the case for only twenty - 
seven per cent at -year colleges. 

The significance of the 2 -year versus 4 -year 
college entrance trends becomes clear when we 
compare estimated costs of a year of college in 
the academic year 1966 -1967 for the three major 
types of colleges. For private -year colleges 

the cost, including direct and indirect college - 
related expenses, was about $2,600; for public 
-year colleges the equivalent figure was $1,600; 

and for public 2 -year colleges the cost was only 
about $1,100.1 

For generally less affluent Negro youth the 
2 -year college appears to be particularly impor- 
tant. In the Far West, where such colleges are 

especially prevalent, just over seventy per cent 
of first -time Negro collegians in 1965 were 
attending 2 -year schools, whereas this was the 
case for less than fifty per cent of white 
entrants.12 There are relatively few Negroes in 
the Far West, but parallel findings pertain in 
states with large numbers of Negroes, and where 
2 -year colleges are generally available as well, 
such as Florida. It is also significant that in 
very recent years networks of public junior col- 

leges are being legislated into existence in many 
Southern states with large Negro populations- - 
states where 2 -year public colleges were previous- 
ly largely non -existent, such as Virginia and 
Alabama.13 

9American Education, U. S. Office of Educa- 
tion, Washington, D. C., December- January 1968 -69, 

p. 30. 

1 ping Fall Enrollment in Higher Education, 
1967, . S. Office of Education, Washington, D. C., 

Table 2, p. 7. 

et al., Students and Buildings, 
Office of Education, `Washington, D. C., 196 
p. 14. 

12Coleman et al., Equality of Educational 
Opportunity, ffice of Education, 0E- 38001, 
Washington, D. C., 1966, Table 5.5.5, p. 445. 

13For a discussion of the significance for 
Negroes of 2 -year colleges in the South, and 



Finally, the February 1967 Census Bureau 
follow -up yields profiles of 2- and -year 
college entrants. Two -year entrants are about 
a quarter again as likely-as -year entrants to 
derive from blue -collar homes, half again as 
likely to come from families with incomes under 
$6,000, and once again as likely to have gathers 
who failed to graduate from high schoo1.14 

Direct student aid, principally from Federal 
sources, also increased a great deal during the 
1960s. Federal and Federally guaranteed student 
loans commenced in the late 1950e, followed by 
Work -Study funds a few years later. Veterans' 

educational benefits are once again provided. 
Finally, the most recent major Federal program, 
Educational Opportunity Grants, is specifically 
addressed to lower socio- economic college 
aspirants. 

We can roughly gauge the relative importance 

of major sources of college funding by noting 
that in the academic year 1966 -67 students and 
their families supplied about fifty -seven per 
cent of the total outlay-required to educate 
undergraduates; major government programs, includ- 
ing loans, defrayed about ten per cent of the 
costs; and subsidies to the institutions (includ- 
ing scholarship funds), passed on directly or 
indirectly to the students, accounted for the 
remaining thirty -three per cent.-' 

The Federal programs seem particularly 
important to the minority of less affluent 
students who enroll in relatively expensive and 
chiefly private -year colleges colleges 
charging $500 or more per year in tuition and 
fees in the mid- 1960s. About two in ten entrants 
from families with incomes under $10,000 per 
year chose such colleges according to the 1967 
Census Bureau follow-up, and about one in ten 
entered colleges charging over $1,000. Students 

at colleges costing $500 or more were about two 
and a half times as likely to take loans as 
students at less expensive schools.lo 

can summarize by saying that the recent 
large increases in student aid would appear, at 

especially for the relationships between 2 -year 
colleges and primarily Negro colleges, see: 
Jaffe, A. J., Adams, Walter, and Meyers, Sandra 
G., Negro Higher Education in the 1960's, 
Chapter 8, Praeger Special Studies in U. S. 
Economic and Social Development, Frederick A. 
Praeger, New York, 1968. 

i4Jaffe and Adams, 
Section IX and Part III 
Statistical Tables). 

et al., 
p. 16. 

16Jaffe and Adams, op. cit., footnote 1, 
Section VII. See also: Adams, Walter, "The Cost 
of College --Who Pays the Bills ? ", The New York 
Statistician, Vol. 20, No. 1, September -October 
1968, pp. 3 -5. 

footnote 1, 
Appendix C 

cit., footnote 11, 
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least inferentially, to make attendance at expen- 
sive private -year colleges possible for less 
affluent students. In general these are aca- 
demically selective colleges. But it is the low - 
cost public 2 -year college per se which seems to 
have played the principal role In the marked 
liberalization of access to college for less 
affluent students during the 1960s. 

All evidence points to further expansion of 
2 -year colleges in the years ahead. Further 

increases in student aid, though far from certain, 
would seem probable- -and especially so for less 
affluent racial minority youth. In short, the 
higher educational establishment appears to be 
reshaping itself to meet the needs of the "under - 
classes." In turn, the focus of concern is 
shifting from purely financial barriers to col- 
lege to ones which, though correlated with social 
class in considerable measure, are principally 
non -financial in nature. 

Part V. Non -Financial Determinants 
of College 

Let us establish a rough ranking of better 
known gon- financial variables associated with 
college entrance. We except several variables, 
such as the student's plans as a senior and 
parental aspirations for the senior, since such 
variables chiefly represent the net effect of 
various prior variables, in combination, upon 
the senior. However descriptively interesting, 
in and of themselves they tell us little about 
the process of reaching college. 

The February 1967 Census Bureau follow -up 
would seem to indicate that the 2 -year college 
not only has substantially reduced the relevance 
of family income to college entrance, but also 
has sharply reduced the relevance'of several 
"classic" academic variables -- namely, tested 
academic performance according to national norms 
and high school grades. In the 1966 -67 academic 
year 2 -year college entrants included only ten 
per cent more high- performance students (high - 
performance, that is, according to national test 
score ranking) than was the case for non- entrants 
to college, whereas -year college entrants 
included thirty -three per cent more high- perform- 
ance students than was the case for the 2 -year 
college --or forty -three per cent more than for 
the non -entrants. For high school marks, non- 
entrants were in fact slightly more likely than 
2 -year entrants to include students with B or 

17For this section of the present paper, 
findings and detailed tabulations may be found in: 
Jaffe and Adams, op. cit., footnote 1. Sections 
VIII and IX are especially relevant, as well as 
Parts III and V of Appendix C (Detailed Statisti- 
cal Tables). See also: Adams, Walter, "Academic 
Self - Image as a Strong Determinant of College 
Entrance and Adult Prospects: Relative Depriva- 
tion Theory Applied to High School Curriculum 
Choice," forthcoming article in The American 
Journal of Economics and Sociology. 



better averages. The explanation for this ap- 

parent anomaly (in part at least) would seem to 
be the greater likelihood for 2 -year entrants, 
as compared to non -entrants, to have followed the 
more difficult college preparatory program in 
company with generally more able classmates. 
Nevertheless, the finding remains that high 
school grades differentiate only between 2- and 
-year college entrants. Four -year college 

entrants were nearly twice as likely as 2 -year 

entrants to have been B or better students in 
high school. Low ability students and students 
with poor grades -- students who strongly tend to 
be lower socio- economic and racial minority ones 
-- appear generally able to enter college by the 
junior college route. 

It is only the high school program a student 
has followed which strongly differentiates 2 -year 
college entrants from non -entrants, as well as 
2 -year from -year college entrants. Under two 
in ten non -entrants had followed college prepa- 
ratory programs, whereas nearly six in ten 2 -year 
entrants had done so --and over eight in ten 
-year entrants. The important point is that the 

high school program is entered at the start of 
the high school career, and for many students one 
program or another undoubtedly is simply assumed 
from a far earlier age. In brief, the financial 
and academic liberalization of college entrance 
which we have described does not appear to have 
altered the critical role of the early high 
school program decision for post -high school 
eventuations. Consequently, we are principally 
concerned with the determinants of program 
choice. We turn to the Coleman study data for 
insights regarding such determinants, and we 
append several illustrative and relatively 
detailed supporting tables. 

What we found is the following: 

First, entering the college preparatory 
program is indeed considerably related to a 
student's tested academic performance. It is 
also related to the educational tradition in the 
home, as evidenced by such measures as parental 
educational attainment. But several additional 
variables appear to be fully as independently 
related to program choice as tested ability, and 
even more strongly so than parental education. 
The student's academic self -image relative to 
classmates, controlling simultaneously for 
ability and parental education, seems to be the 
principal additional determinant of program 
choice. Academic self -image is also highly 
correlated with the student's perceived social 
status in his high school class, and we conse- 
quently assume that the academic self -image is 
part of a relatively unified overall, assessment 
of self. 

Next, we note that relative academic self - 
image, controlling for ability, is closely and 
positively associated with the marks a student 
receives in high school. Inferentially, the 
strength of the classroom competition determines 
academic self -image as much as does tested 
ability. Low ability students who receive good 
marks have generally favorable academic self- 
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images, and vice versa. 

In turn, we found that high school guidance 

advice, strongly related to a student's post - 
high school plans and his high school program, 
was also closely associated with the student's 
academic self -image and his grades. Guidance 

counselors appear to offer advice favoring more 
or less ambitious educational aspirations not 
alone in terms of the student's objectively 
tested ability, but also in terms of the 
student's performance relative to classmates, 
quite apart from ability level. For students and 
counselors alike the local scene often obscures 
clear perception of objectively tested college 
potential. 

The relationships we have just described 
apply to racial majority and minority students 
alike, and to roughly the same extent. The fact 

that predominantly low ability lower socio- 
economic ethnic minority students plan on college 
about as frequently as do majority ones would 
appear to be attributable to the fact that 
minority students generally do not attend aca- 
demically selective high schools. The majority 
and minority students base post -high school plans 
on identical criteria, including the relative 
self -image variables, but they appear to do so 
within rather than across ethnic lines. We may 
only speculate upon the effects of further and 
extensive desegregation of schools for the aspi- 
rations and plans of minority students. 

Let us summarize the relationships we have 
outlined in the last few paragraphs. For racial 
minority and majority students alike, relative 
assessment of self appears to be as strong a 
determinant of high school curriculum, in turn 
the principal objective determinant of post -high 
school plans and behavior, as is tested ability. 
Both the student and the student's counselor 
appear to base self -image and advice as much upon 
the strength of the classroom competition as upon 
national test ranking. The net effect is that 
many able students fail to plan on college and 
that many student's with marginal or even sub- 
marginal qualifications plan to enter. 

Part VI. Conclusions and Implications 

What have said so far would seem to indi- 
cate considerable relevance of relative depriva- 
tion theory to high school curricular choice, and 
ultimately to post -high school plans and behavior. 
It would also seem that the high school guidance 
counselor is a strong mediating force in the set 
of complex interrelationships have summarized. 
The important point is that relative self -image 
is a psychological variable unlikely to be 
significantly affected by further economic 
liberalization of access to college. It is a 
variable rooted in a student's early experience 
in the particular primary and secondary schools 
he attends. If increased proportions of able 
students, of whatever race and family background, 
are to plan on and attend the increasing roster 
of liberal- access colleges, it would seem 
imperative that students should have accurate 
perceptions of their own potential at least as 



early as the time of the pivotal high school pro- 
gram decision. For racial majority and minority 
students alike, roughly one in four who ranked 
above average on national ability and performance 
test distributions nevertheless rated themselves 
academically average or below average relative to 
classmates. Over half such students had failed 
to enter college preparatory curricula. Roughly 
two and a half times the proportion of able 
majority and minority seniors with unfavorable 
academic self -images failed to plan on college 
as was the ase when the self -image was 
favorable.lo 

It would seem that extended investigation of 
relationships between relative academic self - 
image and educational plans and aspirations are 
in order. It would seem that the role of the 
guidance counselor should be determined more ex- 
plicitly than is possible from available data. 

Several generations ago, when high school 
graduation represented the passport to better 
jobs, high school curricular choice and its 
determinants were not too relevant for most 
students. But today, when roughly six in ten 
high school graduates seem destined to enter 
college eventually, the curricular decision is 
crucial. Our findings suggest that it is pre- 
cisely at the time of this decision that the 
characterization of American education suggested 
by the sociologist Ralph Turner seems open to 
serious e?valification. Comparing the British and 
American educational establishments, Turner spoke 
of the "sponsored mobility" of the former and the 
"contest mobility" of the latter. It would seem 
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that the accident of more or less able classmates 

often limits the "openness" of the contest for 

American high school students. Guidance person- 

nel, in most instances unwittingly I am sure, 

often reinforce erroneous student appraisals of 

self, and consequently-limit academical) 

reasonable post -high school aspirations.i9 

We suggest that further erosion of economic 

barriers to college (and many academic ones as 

well) will take place in the years ahead, thereby 

increasing the relative significance of the 

remaining obstacles --and principally, our 

opinion, the self -image variables. National 

sample studies, such as the Coleman one, permit 

identification of such residual obstacles, and 

also permit some insights into their determinants. 

But the sheer complexity of the relationships 

between the relevant residual variables dictate 

that future liberalizing programs and policies 

must be based on research in depth for specific 

high school environments. We believe that our 

findings, however limited, clearly call for 

mounting such an effort. 

cit., footnote 17. 

19For a discussion of Turnerts characeriza- 

tion of the American system, relative to American 

guidance counselling, see: Cicourel, A. V. and 

Kitsuse, J. I., The Educational Decision Makers, 

Advanced Studies in Sociology Series, The Bobbs- 

Merrill Company, Indianapolis, Indiana, 1963. 



APPENDIX TAMS 

(For additional detailed tabulations, the reader is referred to the published 
materials cited in the footnotes to the various sections of this paper.) 

Approyimate 
year of 
high school 
graduation 

1896 and 
earlier 

1904 -05 

1914 -15 

1924 -25 

1933 

1944 -45 

1952 

1957 

1962 

Sources: Current Population Reports, Series P -20: 

Table I. Race, Modal Level of Educational Attainment, and 

Per Cent Above and Below Modal Level for White Youth 

White Non -White 

Modal 
level 

Per cent 
above 
white 
mode 

Per cent 
below 
white 
mode 

Modal 

level 

Per cent 
above 
white 
mode 

Per cent 
below 
white 
mode 

Years Per cent Per cent Years Per cent Per cent 

Ratio 
per cent 
white to 
per cent 
non -white 
below white 
modal level 

Ratio 

Ratio 
per cent 
non -white 
to per cent 
white above 
white modal 
level 

Ratio 

7 -8 21 37 o-6 86 .43 .24 

7 -8 34 27 0-6 64 .42 

7 -8 44 18 0-6 18 61 .30 .41 

7 -8 59 10 0-6 27 46 .22 .46 

12 51 0-6 7 80 .64 .47 

12 30 37 9 -11 12 64 .58 .40 

12 30 30 12 17 47 .64 .57 

12 30 25 12 17 44 .57 

12 35 21 12 18 44 .48 .51 

No. 169, 1968, Table 1; No. 15, 1948, Table 1. 



Table II. Proportion of Whites and Non - Whites in Recent Years Who 

Completed at Least the 8th, 9 -11th, and 12th Grades, and the 

Proportion Who Completed at Least a Year of College 

Grades 

8th 9 -11th 12th 13th 

Approximate 
year of 
high school 
graduation White White 

Differ- 

ence 

White 
vs. 

Non- 
White White 

Non- 
White 

Differ- 

ence 

White 
vs. 
Non- 
White White 

Non- 
White 

Differ- 
ence 

White 

vs. 

Non- 
White White 

Non- 
White 

Differ- 

ence 

White 
vs. 
Non - 
White 

1935 

1945 

1952 

1957 

1962 

% 

89 

92 

94 

96 

97 

61 

76 

86 

91 

93 

28 

16 

8 

4 

75 

83 

88 

91 

93 

46 

63 

79 

83 

86 

29 

20 

9 

8 

7 

% 

55 

64 

70 

75 

79 

% 

26 

37 

53 

56 

56 

29 

27 

17 

19 

23 

% 

19 

24 

27 

30 

35 

% 

9 

12 

17 

17 

18 

10 

12 

10 

13 

17 

Source: As for Table I. 

Table III. Various Measures of School Retention in the 

United States for Cohorts of High School Graduation Age 

in the Late 1930s Through the Late 1960s 

High school College 
freshmen as freshmen as High school 
a proportion a proportion graduates as College freshmen 
of fifth of fifth proportion as a proportion 

Year of grade pupils grade pupils of high school of high school 
high school four years eight years freshmen three graduates one 
graduation previous previous years previous year previous 

Per cent Per cent Per cent Per cent 

1938 77 35 

1944 84 12* 48# 31* 

1950 81 63 

1956 86 30 67 52 

1962 92 34 70 53 

1967 97 75 

*Drops from the 1938 proportions presumably attributable to World War II. 

Source: Proportions calculated from Office of Education data in Table 181, page 126, 
of the Statistical Abstract of the United States, 1968. 
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Table IVa. Attitudes and Plans of High School Students 

Toward Attending College by Major Occupation Group 

of Head of Household, 1939, 1955, 1959 

Occupation of head Total 

No college 
or 

Undecided 

Attend college 

Total 
Plan Hope 

to go to go 

Professional and 
managerial 100 75 62 13 25 

Other white collar 100 70 56 14 31 

Manual workers 100 47 32 15 53 

Farmers and farm laborers 100 46 32 14 

Unemployed and notin 
labor force 100 51 35 16 49 

Total 100 40 14 46 

Occupation of head Total Total 

1955b 

Inter- 
ested 
only 

No college 
or 

Undecided 

Attend college 

Plan 

to go 

Professional and 

% % % 

managerial 100 72 68 28 

Other white collar 100 68 63 32 

Manual workers 100 48 8 52 

Farmers and farm laborers 100 38 7 55 

Unemployed and not in 
labor force 100 43 7 50 

Total 100 56 49 7 

1959c 

Professional and 
managerial 100 68 -- 32 

Other white collar 100 61 -- 39 

Manual workers 100 37 63 

Farmers and farm laborers 100 34 66 

Unemployed and not in 
labor force 100 43 57 

Total 100 47 53 
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Table IVb. High School Seniors' Post -High 

School Plans, Fall 1959 and 1965, by Major 

Occupation Group of Head of Household 

All high 
school seniors 

Major occupation 
group of 
household head 1959c 1965d 

Per 

cent 
change 

Seniors' post -high school plans 

Total College 
No 

college Undecided 

All white collar 

1959 
1965 
Per cent change 

Manual and service 

1959 
1965 
Per cent change 

34 

48 

37 

48 

+3 

loo 
100 

100 
100 

66 
74 
+8 

37 
52 

+15 

19 

18 
-1 

41 
36 

-5 

15 
8 

-7 

22 
12 

-10 

Farm 9 6 -3 

1959 100 34 39 27 

1965 loo 44 33 23 
Per cent change +10 -6 -4 

Unemployed and not 
in labor force 9 9 

1959 100 43 37 20 

1965 100 54 28 18 
Per cent change +11 -9 -2 

Total 100 100 

1959 100 47 33 20 
1965 100 60 29 11 
Per cent change +13 -4 -9 

108 



Table 4c. Seniors' Post -High School Plans, 

1959 and 1965, by Family Income 

All high 
school seniors 

Seniors' post -high school plans 
Per 

cent No 
Family income 1959° 1965' change Total College college Undecided 

% % % % % % 

Under $3,000 19 13 -6 

1959 loo 23 52 25 

1965 loo 46 39 15 
Per cent change +23 -13 -10 

4,999. 17 -7 

1959 40 40 20 
1965 47 38 15 
Per cent change +7 -2 -5 

$5,000 -7,499 28 26 -2 

1959 52 29 19 

1965 58 31 
Per cent change +6 +2 -8 

$7,500 and over 29 44 +15 

1959 68 17 15 
1965 71 22 7 
Per cent change +3 +5 -8 

Total 100 100 

1959 100 49 32 19 
1965 6o 29 

Per cent change +11 -3 -8 

Table 4d. Comparison of High School Seniors' Post -High 

School Plans, Fall 1959 and 1965, by Family Income 

Roughly Adjusted for Changes in Income Distribution 

Adjusted family income 
Per cent 

1965d Year planning on college 

Under $3,000 Under $4,000 

Per cent change 

$3,000 -4,999 

Per cent change 

$5,000 -7,499 

Per cent change 

$7,500 and over 

Per cent change 

$4,000 -5,999 

$6,000 -8,499 

$8,500 and over 
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1959 
1965 

1959 
1965 

1959 
1965 

23 

46 
+23. 

40 
52 

+12 

52 
65 

+13 

1959 68 
1965 74 

+6 



Sources for Table IV. 

aSource: Unpublished data from a 1939 survey, conducted by Elmo Roper 
and Associates, Roper Commercial number 15. The 1,148 respondents were a 
national sample of persons under 20 years of age. Those already in college are 
excluded from this tabulation. The specific question was: "Do you plan on 
going to college ?" The answers indicating attitudes favorable to attending col- 
lege were: "Plan on going" and "Hope to go." The totals for all occupations 
were obtained by weighting the replies for each occupation by the distribution 
for total U.S., 1940, from 1940 Census of Population, Families: Employment 
Status, Table 19, Distribution of males aged 35 -44 having children under 
years of age. 

Unpublished data derived from a study conducted by the Educa- 
tional Testing Service in Spring 1955, Background Factors Relating to College 
Plans and College Enrollment Among Public High School Students. The 35,400 
respondents were a national sample. The specific questions were: "What is your 
father's occupation? what does he do . . . ?" and, in relation to college plans, 
"Think of what you would really like to do when you finish high school . . 

and "What do you really think you will do when you finish high school ?" To the 
latter two questions, answers favorable to going to college, without expectation 
of so doing, were one answer category, expectations of attending formed another, 
and negative answers to both queries formed a third category. The respondents 
also specified, if they intended to enter college, whether they-planned to do 
this immediately or later, after a period of work. For comparability with the 
1939 study above, those foreseeing a delay in entrance were not included in the 
"plan on going to college" category. 

°Source: Data derived from a national survey, Educational Status, Col- 
lege Plans, and Occupational Status of Farm and Nonfarm Youths: October 1959, 
by James C. Cowhig and Charles B. Nam, U.S. Bureau of the Census, Series 00 
(P -27), No. 30, August 1961. The study sample was composed of 1,279 high school 
seniors dwelling in the approximately 35,000 households interviewed in connec- 
tion with the monthly population sample survey of the Bureau of the Census. The 
specific question was: "Does . . . plan to attend college next fall ?" 

dSource: Data derived from a Census Bureau study, paralleling the one 
described in c above. The appreciably larger number of households sampled in 
1965 yielded 1,464 high school seniors for tabulation. 

110 



Table V. 1966 High School Graduates Entering and Not Fhtering 

College the Following Fall or Early Winter, and For 

Those Who Entered, the Type of College Entered 

Did not Entered Entered All high 
Student enter a 2 -year a -year college school 

characteristics college college college entrants graduates 

Sex: 

Male 
Female 

46 
46 

55 5o 
5o 

Both sexes 100 100 100 100 100 

Age, October, 1966 

18 years or less 75 86 95 92 83 

19 years or more 25 14 5 8 17 
All ages 100 100 100 100 100 

Family income: 

Under $3,000 16 5 5 5 
$3,000 -3,999 9 6 7 
$4,000- 5,999 24 22 13 16 20 

$6,000 -7,499 17 15 14 15 
$7,500 -9,999 18 25 22 20 
$10,000- 14,999 14 23 28 26 20 
$15,000 and over 2 8 14 12 7 

All incomes 100 100 100 100 100 

Under $7,500 66 44 37 39 53 

$7,500 and over 34 56 63 61 47 
All incomes 100 100 100 100 100 

Under $6,000 49 33 22 26 38 
$6,000 and over 51 67 78 74 62 
All incomes 100 100 100 100 100 

Occupation, head of 
household: 

Blue collar 75 56 48 62 
White collar 25 44 56 52 38 
All occupations 100 100 100 100 100 

Father's education: 

11 grades or less 60 23 3o 
12 grades 27 27 37 34 3o 
13 -15 grades 9 21 14 16 13 

16 grades or more 4 8 26 20 12 

All levels 100 100 100 100 100 

grades or less 60 23 3o 45 

12 grades or more 40 56 77 7o 55 
All levels 100 100 100 100 100 

grades or less 5o 5o loo 

12 grades 27 73 100 
13 -15 grades 43 57 

16 grades or moro .14 86 

Ability score: 

High 19 29 62 51 35 
Medium and low 81 71 38 49 65 

All levels 100 100 100 100 100 

Average high school mark: 

B- or better 45 39 73 61 53 

C+ or poorer 55 61 27 39 
All marks 100 100 100 100 100 
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Student 
characteristics 

Did not Entered Entered All All high 
enter a 2 -year a 4 -yeas college school 

college college college entrants graduates 

High school curriculum: 

Collecte preparatory 19 56 84 74 
All other 81 44 16 26 55 
All curricula 100 100 100 100 100 

College plans as high 
school senior: 

No college 66 17 8 11 40 

2 -year college only 15 25 2 10 12 

4 -year college only 11 20 81 60 34 

2 + year college 8 38 9 19 14 

All plans 100 100 100 100 100 

No college 87 7 6 13 100 
2 -year college only 63 33 37 

4 -year college only 17 9 74 83 100 

2 + 4 year college` 34 21 66 100 
All plans 53 16 31 100 

No college 52 48 100 
2 -year college only 90 10 100 
-year college only 89 100 

2 + 4 year college** 68 32 100 
All plans 34 66 100 -- 

Number of cases* 1,387,696 419,268 805,549 1,224,817 2,612,513 

National sample inflated to national totals, according to known national 
distributions for the major demographic variables. 

'2 + -year college" designates students who intended to enter a junior 

college initially, and subsequently transfer to a senior one. 

Source: Unpublished data from February 1967 Census'Bureau follow-up of 1965 -66 
high school seniors. 

Table VI. College Financing of 1965 -66 High School Seniors 

Entering College Immediately in Fall 1966 and Early 1967 

Proportion of college expenses met by 
students' families by family income 

Income Over 75% 
75% and 
under Total 

Family income of student, total 54 46 

Under $5,000 59 100 

$5,000 to $9,999 47 53 

$10,000 to 144,999 59 41 loo 

$15,000 and over 74 26 100 

Proportion of college expenses met by students' 
families by supplementary sources of financing 
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Non -family sources 
of financing Over 75% 

. 

75% and 
under 

.Total. 

Loan 25% 29% 27% 

Summer earnings 64 63 63 

Other savings 28 22 24 

Scholarship 14 30 24 

Veterans' benefits -- 2 1 

Employment during school year 11 34 25 

College 13 10 

Non -college 6 21 15 

All further sources 10 9 10 

Total 152* 189* 174* 

Per cent 39 61 

Percentages add to more than 100 because of multiple men- 

tions. 

Family income Under $250 

College tuition and fees 

$250 -499 $500 -999 
$1,000 

and over Total 

% % 

Under $10,000 49 31 9 

$10,000 and over 30 36 13 21 100 

,Total 41 33 12 14 100 

Proportion of expenses met by families of 
students in private and public colleges 

Auspice of college attended and student's 
residence while attending 

Public college Private college 

Proportion Dormitory, All Dormitory, All 

of college frat house, living frat house, living 

expenses met Fämily or rooming arrange- Family or rooming arrange - 

by family* relatives* house, etc. ments relatives* house, etc. monts 

% % % 
More than 75% 57 62 59 62 64 64 

5o to 75% 16 14 15 19 14 

Some, but less 
than 50% 27 12 20 19 17 18 

None -- 12 6 3 

Total 100 100 100 100 100 100 

*Our data indicate that nearly all students who live at home do so at family 
expense, and do not report this item as part of college costs. The table includes this 
imputed expenditure. 
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[Table VI. continued] 

Source of financing by college tuition level 

Non -family sources 
of financing 

College tuition and fees 

Under $500 $500 and over Total* 

Loan 16 .39 23 

Summer earnings 65 71 67 

Other savings 24 27 25 

Scholarship 22 35 25 

Veterans' benefits 2 1 

Employment during school year: 26 22 25 

College 8 13 9 

Non -college 18 9 16 

All further sources 10 8 9 

Total 165" 203*` 175* 

*Proportions citing various sources in this table differ slightly 
from proportions in the earlier table (where family financing is the inde- 
pendent variable) because of differences in "non- response" for the inde- 
pendent variables. The differences are too slight to affect any of the 
findings which we report. 

**Sources add to more than 100% because of multiple mentions. 

Data source: Unpublished data from 1967 Census Bureau follow -up of 
1965 -66 high school seniors. 

Table VII. 

Proportion of 1965 -1966 high 

school seniors planning on 
college by high school 
curriculum 

Coleman data Census data 

College 

preparatory 
Other College Other 

programs preparatory programs 

90 46 90 

Proportion of 1965 -1966 
high school graduates 
entering college, as of 
February 1967, by high 
school curriculum 

Census data 

College Other 

preparatory programs 

78 22 

Ratio college entrants to college planners* by high school curriculum 

Census data 

College 
preparatory 

Other 
programs 

.87 .47 

This is not precisely a measure of proportions of college planners who in 

fact entered college, since a small proportion of the entrants (about one in nine) 

had been non - planners. 
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Table VIII. Senior's Estimate of Own Brightness Relative 

to Classmates and Senior's National Verbal Ability 

Ranking by Senior's High School Curriculum 

Majority Seniors 

Senior's estimate of relative brightness 
Senior's verbal 
ability and high 
school curriculum Total 

Very 

low 
Low to 
average 

Above 
average 

Among 
brightest 

Don't 

know 

Low ability 

Number reporting 5,716 655 3,818 775 210 258 

Total 100% 100% 100% 100% 100% 100% 

College prep 9 4 8 16 21 10 

General 32 38 33 26 28 29 

Other courses 59 58 59 58 61 

Medium ability 

Number reporting 28,456 1,391 17,442 7,842 1,230 

Total 100% 100% 100% l00% 100% l00% 

College prep 30 23 46 44 23 

General 26 42 29 19 20 30 

Other courses 44 44 48 35 36 47 

High ability 

Number reporting 28,587 299 6,991 14,910 5,968 419 

Total l00% l00% l00% l00% 

College prep 71 5o 75 87 68 

General 14 31 23 11 7 16 

Other courses 25 27 6 16 

All ability levels 

Number reporting 62,759 2,345 28,251 23,527 7,408 1,228 

Total l00% l00% l00% l00% 

College prep 27 64 78 36 

General 21 39 28 14 10 25 

Other courses 32 46 45 22 12 39 

Source: Our own tabulations of the Coleman Study 12th grade data. 
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[Table VIII. continued] 

Minority Seniors 

Senior's estimate of relative brightness 
Senior's verbal 
ability and high 
school curriculum Total 

Very 
low 

Low to 
average 

Above 

average 
Among 
brightest 

Don't 

know 

Low ability 

Number reporting 14,631 815 7,776 3,096 1,418 1,526 

Total l00% l00% 

College prep 8 12 20 22 13 

General 25 32 27 23 23 24 

Other courses 6o 6o 61 57 55 63 

Medium ability 

Number reporting 12,386 367 6,095 3,663 1,605 656 

Total l00% 100% l00% 

College prep 35 17 29 29 

General 26 35 27 21 27 30 

Other courses 39 48 44 35 29 

High ability 

Number reporting 3,091 78 756 1,369 792 96 

Total l00% l00% l00% 

College prep 67 29 73 73 61 

General 16 27 21 14 12 17 

Other courses 17 44 24 13 15 22 

All ability levels 

Number reporting 30,108 1,260 14,627 8,128 3,815 2,278 

Total l00% l00% l00% l00% 

College prep 28 12 21 40 42 19 

General 25 33 27 20 22 26 

Other courses 47 52 40 36 

Source: Our own tabulations of the Coleman Study 12th grade data. 
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Table IX. Senior's Estimate of Own Brightness Relative to Classmates, 

Verbal Ability of Senior, and Highest Grade Completed 

by Senior's Mother by Post -High School Plans of Senior 

Above average ability 

Majority seniors 

Estimated brightness above average 

Low to average ability Very low ability 

Post -high 
or 

less & 
8 or 

less & 
8 or 

& 
school plans 13 or don't All 13 or don't All 13 or don't All All 
of senior more 12 9 -11 know grades more 12 9 -11 know grades more 12 9 -11 know grades Abilities 

% % % % % % % % % % % % 

No college 4 12 24 24 13 12 24 39 39 28 25 40 50 50 44 18 

College probably 18 25 27 18 19 26 30 32 27 29 32 29 31 30 21 

College definitely 85 70 51 49 69 69 31\ 29 56 28 21 19 26 61 

All plans 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 

Per cent of cases 9.0 17.0 4.9 3.0 33.9 2.2 6.7 3.5 2.4 14;8 0.2 0.5 0.4 0.4 1.5 50.2 

Estimated brightness average or below 

No college 16 29 48 34 24 44 58 63 50 34 6o 68 71 65 47 

College probably 29 31 28 27 29 32 31 27 25 29 33 27 24 23 25 28 

College definitely 55 40 27 25 37 44 25 15 12 21 33 13 8 6 10 25 

All plans 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 

Per cent of cases 1.7 5.8 2.6 1.7 11.8 2.6 13.0 8.5 6.6 30.7 0.3 2.3 2.3 2.4 7.3 49.8 

Per cent whose 
estimated bright- 
ness is average 
or below 16 25 35 36 26 66 71 69 68 67 81 84 85 82 

Source: on tabulations of the Coleman Study 12th grade data. 
[continued] 
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Table X. Post -High School Plans of High School Senior by 

Senior's Tested National Verbal Ability Standing, by 

Senior's Own Estimate of His Brightness Relative to 

Classmates, and by Senior's High School Grades 

Racial majority males 

Senior's verbal ability, Post -high school plans of high school senior 

estimated brightness 
relative to classmates, College College No All 

and high school grades definitely college 

Above average verbal ability 

Above average brightness 

Grades: A or B 79 16 5 100 
C 52 30 18 100 
D 27 32 100 
All grades 71 20 9 100 

Average or below brightness 

Grades: A or B 52 30 18 100 

C 35 35 30 100 
D 15 30 loo 
All grades 38 34 28 

All levels of brightness 

Grades: A or B 76 17 7 

C 44 32 24 100 
D 20 30 100 
All grades 63 23 100 

Low to average verbal ability 

Above average brightness 

Grades: A or B 57 27 16 100 

39 33 28 100 
D 15 30 100 
All grades 48 30 22 100 

Average or below brightness 

Grades: A or B 34 34 32 
C 22 34 44 100 
D 12 25 63 100 
411 grades 24 33 43 100 

All levels of brightness 

Grades: A or B 49 29 22 100 
C 27 34 39 
D 13 25 62 100 
All grades 33 32 35 100 

Source: Our own tabulations of tho Coleman Study 12th grade data. 
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[Table X. continued] 

Senior's verbal ability, 

estimated brightness 

relative to classmates, 

and high school grades 

Very low verbal ability 

Above average brightness 

Racial majority males 

Post -high school plans of high school senior 

College College No All 
definitely probably college plans 

Grades: A or B 39 35 26 100 
C 24 31 45 100 
D 17 20 63 100 
Al]. grades 29 31 40 100 

Average or below brightness 

Grades: A or B 23 32 100 
C 12 31 57 100 
D 20 75 100 
All grades 13 30 57 100 

All levels of brightness 

Grades: A or B 30 33 37 100 
C 14 31 100 
D 7 20 73 100 
All grades 17 30 53 100 

All levels of verbal ability 

Above average brightness 

Grades: A or B 73 19 8 100 
C 44 32 24 
D 20 29 51 100 
All grades 63 23 14 100 

Average below brightness 

Grades: A or B 39 32 29 100 
C 24 34 42 100 
D u 24 65 100 
All grades 26 33 41 100 

All levels of brightness 

Grades: A or B 66 21 13 100 
C 31 33 36 100 
D 13 25 62 100 
All grades 46 27 27 100 

Source: Our own tabulations of the Coleman Study 12th grade data, 
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[Table X. continued] 
Racial minority males 

plans of 

College 

probably 

high school senior 

No All 
college plans 

Senior's verbal ability, 

estimated brightness 
relative to classmates, 
and high school grades 

Post -high school 

College 
definitely 

Above average verbal ability 

Above average brightness 

Grades: A or B 71 21. 8 100 
0 48 33 19 loo 
D 32 32 36 

grades 63 25 12 100 

Average or below brightness 

Grades: A or B 42 40 18 100 
C 36 35 29 100. 
D 16 19 65 
All grades 36 35 29 100 

All levels of brightness 

Grades: A or B 67 24 9 100 

C 43 34 23 100 
D 23 24 53 100 
All grades 55 28 17 

Low to average verbal ability 

Above average brightness 

Grades: A or B 33 13 100 
C 38 43 19 
D 25 25 50 100 
All grades 47 37 16 100 

Average or below brightness 

Grades: A or B 33 42 25 100 
C 23 42 35 100 
D 12 31 57 100 
All grades 25 41 34 100 

All levels of brightness 

Grades: A or B 47 36 17 100 
C 28 43 29 100 
D 29 56 100 
All grades 39 26 100 

Source: Our own tabulations of the Coleman Study 12th grade data. 
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[Table X. continued] 
Racial minority males 

Seniorts verbal ability, Post -high school plans of high school senior 
estimated brightness 
relative to classmates, College College No All 

and high school grades definitely probably college plans 

Very low verbal ability 

Above average brightness 

Grades: A or 38 39 23 100 
C 23 32 100 
D 21 36 43 100 
All grades 30 42 28 100 

P:verage or below brightness 

Grades: A or B 26 43 31 
C 16 42 42 100 
D 12 32 56 
All grades 19 40 100 

All levels of brightness 

Grades: A or B 33 26 100 
C 18 43 39 100 
D 14 33 53 100 
All grades 23 35 100 

All levels of verbal ability 

Above average brightness 

Grades: A or B 52 33 15 100 

C 33 42 25 100 
D 24 32 loo 
All grades 36 20 100 

Average or below brightness 

Grades: A or B 31 42 27 100 
C 20 42 38 100 
D 12 30 58 loo 
All grades 22 37 100 

All levels of brightness 

Grades: A or B 46 36 19 100 
c 24 42 34 100 
D 15 31 
All grades 32 39 29 100 

Source: Our own tabulations of the Coleman Study 12th grade data. 
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Post high school 
graduation guidance 
offered to senior 

Majority males 

College 

No college 

All advice 

Number of cases 

Minority males 

College 

No college 

All advice 

Number of cases 

Majority females 

College 

No college 

All advice 

Number of cases 

Minority females 

College 

No college 

All advice 

Number of cases 

Table XI. Senior's Estimate of His On Brightness Relative to 
Classmates and His 

Post -High School 

Among brightest 

Tested Level of Verbal Ability by the 

Guidance Advice Offered the Senior 

Very Low to Above 
low average average 

40 63 89 

6Ó 37 11 

100 100 100 

131 775 3,273 

56 72 80 

44 28 20 

100 100 100 

619 695 362 

40 59 79 

60 21 

100 100 100 

60 358 2,755 

61 72 84 

39 28 16 

100 100 100 

631 784 384 

Source: Our on tabulations of the Coleman Study 12th 

All 
level s 

83 

17 

100 

4,179 

Above average 

Very 

low 

Average 

Low to Above All Very Low to Above All 
average levels low Amast levels 

% % % % % % 

64 81 74 29 58 

56 36 19 26 71 59 42 

100 100 100 100 100 100 100 100 

438 3,933 7,119 11,490 1,666 7,368 3,190 12,224 

68 66 78 64 49 62 47 

32 46 34 22 36 56 51 38 53 

loo loo 

1,676 1,297 1,567 653 3,517 2,869 2,251 348 5,468 

76 29 54 73 66 18 29 42 31 

24 71 46 27 34 82 71 58 69 

100 100 100 

3,173 273 3,413 7,470 11,156 1,694 8,525 4,067 14,286 

71 

29 

100 

46 

1,799 1,426 

grade data. 

64 78 63 38 46 42 

36 22 37 62 54 46 58 

1,809 664 3,899 3,869 3,279 340 7,488 



[Table XI. continued] 
Below average estimates 

Post high school 
graduation guidance 
offered to senior 

Very 
low 

Low to 
average 

Above 

average 
All 
levels 

Very 
low 

Low to 
average 

Above 
average 

All 
levels 

% % % % 

Majority males 

College 18 24 40 25 31 48 77 61 

No college 82 76 60 75 69 52 23 39 

All advice 100 100 100 100 100 100 100 100 

Number of cases 314 715 192 1,221 2,549 12,791 13,774 29,114 

Minority males 

College 27 31 32 29 47 57 73 55 

No college 73 69 68 71 53 43 27 

All advice 100 100 100 100 100 100 100 100 

Number of cases 345 170 44 559 5,130 4,683 1,407 11,220 

Majority females 

College 8 19 33 17 19 36 65 49 

No college 92 81 67 83 81 64 35 51 

All advice 100 100 100 100 100 100 100 100 

Number of cases 256 553 86 895 2,283 12,849 14,378 29,510 

Minority females 

College 18 29 22 43 54 73 51 

No college 82 71 75 78 57 46 27 

All advice 100 100 100 100 100 100 100 100 

Number of cases 349 143 20 512 6,275 6,015 1,408 13,698 

Source: Our on tabulations of the Coleman Study 12th grade data. 
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A COMPUTER MODEL TO MEASURE THE REQUIREMENTS FOR STUDENT AID IN HIGHER EDUCATION 

Joseph Froomkin 

Murray Pfeferman 

Office of Program Planning and Evaluation 
Office of Education 

Department of Health Education and Welfare 

In the Spring of 1969 the Office of Program Planning and 

Evaluation of the Office of Education undertook the task to estimate 
the Federal resources which will be required to fulfill the increasing 
aspiration of young Americans for Post - Secondary Education. 

Changes in Aspirations in Post -Secondary Education 

While college attendance increased proportionately for all income 
groups between 1940 and 1960, patterns of desire to attend college 
have changed dramatically between '60 and '69. 

Between 1939 and 1959, young people from all income 
groups increased their aspirations to attend college at a 

uniform rate. 

Between 1960 and 1968, a new trend started manifesting 
itself. The aspirations of the poor for a college degree began 

to catch up with those of the rich. Twice as high a 

proportion of high school seniors from the lowest income 
quartile hoped to attend college in 1966 as did in 1959. 

The increase was from 23 percent to 46 percent. The 
number of children from families in the second income 

quartile - families whose income is still below the 
median - who expected to enroll in college rose from 40 
percent in 1969 to 52 percent in 1968. This was an increase 

of 30 percent. The desire to attend college grew more 
modestly in the upper two income quartiles. from 52 
percent to 65 percent of seniors in the third quartile, and 

from 68 percent to 74 percent of those in the highest 
quartile in 1986. 

These changes in expectations are reflected in enrollments. 230,000 
more freshmen enrolled in college full time in the Fall of 1968, than 
would have been expected if the trend of 1956-65 had been followed. 
About 65,000 of these freshmen came from families with incomes of 
less than $5,000 a year, the bottom quartile of the income distribution. 
Another 61,000 came from the second quartile. Altogether, 217,000 
out of the quarter million total increase in enrollments came from other 
than the traditional sources of college student in the 1950's. 

The increasing rate of post - secondary school attendance by 
students from poorer families became apparent soon after the 
enactment of the Higher Education Act of 1965. During the academic 
year that began in 1966, some 900,000 students received financial 
assistance under one or more of the Federal aid programs administered 
by the U.S. Office of Education. During 1968 -69, the number of young 
people aided by Office of Education programs alone is expected to 
exceed 1.5 million students. Meanwhile, considerable additional aid is 

also available through the Veterans' Administration. The Veterans' 
Administration will have contributed $323 million to student finances 
in the academic year 1968-69, and expects to increase this aid to $425 
million in the academic year starting in September 1969. 

Considerations in Projecting Demand for College Attendance 

The key factors which will affect college enrollments in the next 
few years are: (1) the propensity of high school graduates with 
different levels of academic achievement and financial resources to 
enroll in college, (2) the time schedule by which they enroll, i.e., 
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immediately after high school or a number of years later, (3) the 
persistence rates of different types of students, and (4) the availability 
of student aid to make their desires come true. 

The model takes into account the first three factors, and ignores 

the fourth. Its purpose is to project the number of students who may 
wish to attend and, to estimate the demand for student aid. 

The estimates of the proportion of freshmen enrolling in colleges 

are computed taking into account dynamic change in enrollment rates 

in contrast to more conventional level projections. First -time 
enrollments by income class vary from year to year according to past 

trends in the propensities to enroll in college. Thus, the proportion of 
high school graduates from families in the lowest income quartile in 
proportion to all seniors who will enroll in college one year after high 
school graduation is projected to increase to 15 percent in 1978, in 
comparison with the rate of 10 percent observed by Project Talent for 
1960, and an estimated entry rate of 12 percent in the Fall of 1968. 

Estimates of attrition rates by ability and income group were also 
derived from information which has become available from special 

tabulations of the five -year follow -up interviews of Project Talent. 
These estimates were checked, and adjusted whenever necessary, to 
conform with U.S. Bureau of the Census estimates of attendance by 
age. Together with more refined assumptions about the timing of entry 
and enrollment rates by income group, the estimates of attrition rates 
present a much more realistic representation of the social demand for 
education at the post- secondary level, than past projections. 

Varying proportions of children from families with different 
levels of affluence enroll in the year after graduation, and also delay 
enrollment at different rates. Judging from the five -year follow -up data 
of Project Talent, as well as follow -up of high school seniors conducted 
by the U.S. Bureau of the Census in 1959 and 1966, the pattern of 
delayed enrollments has remained fairly constant over the past few 
years. Roughly nine out of ten children whose parents are in the top 
quartile of the population in terms of income are likely to enroll in 
college in the year following high school graduation. By contrast, only 
five out of ten children whose families are in the lowest income quartile 
are likely to enroll in the same year. These tendencies are included in 
the model. 

The basic statistics of high school graduates were taken from the 
National Center for Educational Statistics series. The freshman class of 
1976 is already born, and barring some unforeseen changes in the trend 
of dropouts from high school, the estimates of high school graduates by 
year and by sex prepared by the National Center for Educational 
Statistics, U.S. Office of Education, are likely to be fairly accurate. 

Test of the Model in Forecasting Past Enrollments 

A test of the predictive accuracy of the estimates underlying the 
calculations of the model is to compare them with estimates of previous 
years enrollments presented by the Office of Education. For the period 
1960-68, the estimates of the model when compared with those of the 
National Center never deviate more than 2.5 percent. (See Table 3) 

Given the large number of factors taken into consideration in 
deriving the model, it is highly encouraging that the projections of past 



TABLE 1 

DEGREE CREDIT FULL -TIME EQUIVALENT ENROLLMENT - OPPE MODEL 
BY INCOME QUARTILE 
(thousands of students)of 

Low 2nd 3rd High Total 

1960 335.68 513.64 842.77 1289.77 2981.89 
1961 379.58 563.98 916.56 1386.801 3246.93 

1962 427.24 612.63 983.77 1472.85 3496.49 

1963 478.24 659.65 1047.52 1552.12 3737.53 

1964 541.69 723.16 1135.36 1660.15 4060.37 

1965 623.37 808.09 1252.57 1805.48 4489.52 

1966 712.07 894.38 1368.17 1950.01 4924.63 
1967 806.44 981.98 1484.92 2101.56 5374.90 
1968 895.90 1062.05 1587.22 2235.66 5780.82 
1969 974.77 1131.23 1670.02 2337.54 6113.56 
1970 1050.06 1198.66 1755.15 2436.09 6493.97 
1971 1128.74 1273.17 1863.63 2569.72 6835.26 
1972 1209.03 1350.70 1984.29 2725.39 7269.41 
1973 1278.64 1417.82 2084.70 2849.02 7630.18 
1974 1339.70 1476.91 2169.55 2947.67 7933.83 
1975 1395.04 1530.35 2245.95 3039.32 8210.66 
1976 1446.19 1579.32 2320.38 3431.92 8477.81 
1977 1493.66 1624.88 2398.87 3225.50 8737.92 

Source: Office of Program Planning and Evaluation, U.S. Office of Education 
Model (OPPE Model). 

TABLE 2 

DEGREE CREDIT FULL -TIME ENROLLMENT - COMPLETE EGALITY MODEL 
BY INCOME QUARTILE 
(thousands of students) 

Income quartiles Low 2nd 3rd High Total 

1970 1129.0 1582.5 2009.5 2436.1 7157.1 
1971 1188.8 1667.7 2118.9 2569.7 7546.1 
1972 1264.6 1764.3 2244.9 2725.4 7989.2 
1973 1311.7 1844.4 2346.8 2849.0 8352.0 
1974 1362.4 1912.1 2430.1 2947.7 8852.2 
1975 1410.3 1975.6 2507.7 3039.3 3932.9 
1976 1456.0 2037.8 2585.1 3131.9 9210.9 
1977 1500.8 2099.6 2662.9 3225.5 9288.8 

Source: OPPE Model. 
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TABLE 3 

TOTAL ENROLLMENT - OPPE MODEL, BY INCOME QUARTILE AND TOTAL 

2nd 3rd 

(thousands of students) 

High Total Difference Percent 

1960 419.0 624.9 1011.5 1529.7 3585.0 3583.0 2.0 .06 

1961 474.3 686.7 1100.4 1645.2 3906.6 3861.0 45.6 1.17 

1962 534.4 746.4 1181.2 1747.4 4209.3 4175.0 34.3 .81 

1963 599.1 804.2 1257.9 1841.3 4502.4 4495.0 7.4 .16 
1964 680.3 882.8 1364.2 1970.2 4897.6 4950.0 -52.4 -1.07 

1965 786.6 988.5 1506.3 2143.7 5424.1 5526.0 -101.9 -1.88 
1966 900.0 1095.8 1646.3 2315.7 5967.8 5885.0 72.8 122 
1967 1021.8 1204.8 1787.5 2495.2 6509.4 6348.0 16t4 2.48 
1968 1137.7 1204.6 1911.6 2654.3 7008.4 6983.0 25.4 0.04 
1969 1240.7 1391.4 2012.8 2775.9 7420.7 
1970 1339.4 1476.0 2116.8 2893.7 7825.9 
1971 1442.5 1569.4 2248.7 3052.2 8312.7 
1972 1547.4 1666.2 2395.2 3236.4 8845.3 
1973 1638.6 1750.3 2517.6 3383.3 9289.9 
1974 1718.8 1824.4 2621.2 3501.4 9665.7 
1975 1791.5 1891.3 2714.5 3611.1 10008.6 
1976 1858.5 1952.6 2805.4 3721.6 10338.0 

1 National Center for Educational Statistics, Projections of Educational Statistics to 1977 -78, (Washington, D.C.: Government Printing Office), 
p. 16 (all except 1968). 

2 National Center for Educational Statistics, Opening Fall Enrollment in Higher Education, 1968, Washington, D.C.: Government Printing 
Office), 6. 

Source: All data except as noted in (1) OPPE model. 

experience and estimates made on an independent basis are so close 

together. 

Total Enrollment Projections 

The projection of total enrollments derived by the model appear 

in Table 3. It is estimated that total enrollment may exceed ten million 
students by 1976, nearly a million students above the NCES estimate of 
total enrollments. The difference between the two estimates is due to 
the difference in the methods used to derive them and, more 
importantly, the purpose for which the estimates are constructed. The 
NCES projects past trends, while the model presented here predicts 
future demand for higher education. A word of caution should be 

injected. Both the model and NCES projections may fail to forecast 
accurately if drastic shifts in attitudes or economic conditions occur in 
the next few years. 

The projections of enrollment by income quartile indicate that 
despite the higher first time entry rates into college of lower income 
students, the participation of lower income students in the total 
population of higher education is not likely to change drastically in the 
next few years, with the lowest half of the distribution picking up a few 
percentage points in the total enrollment moving from 29 percent in 
1960, and 35 percent in 1968 to 37 percent in 1976. 
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Full -Time Equivalent Enrollment Estimates 

Total enrollment is an approximate measure of the load placed 
upon institutions of higher education. The more conventional measure 
of the burden is the full -time equivalent enrollment for 1976, 
reproduced in Table 1, of 8.5 million students for the OPPE model. The 
model projects equal growth in numbers of full -time equivalent 
students between 1960 and 1968, and 1968 and 1976, but a decline in 
the rate of growth.(11 The increases of 46 percent for the period 
1968 to 1976 is below the 90 percent increase between 1960 and 1968. 

Estimates of Graduate and Undergraduate Enrollments 

Further estimates were made to separate total enrollment into 
undergraduate and graduate enrollment, and into full -time enrollment 
(see Table 4). Different rates of full -time attendance were imputed to 
each income /achievement quartile. These rates, derived from Project 
Talent one -year follow -up data were adjusted to conform with 
observations for the total population collected by NCES in 1964. 

There is substantial difference in the proportion of full -time 
students by income quartile. In the lowest income quartile, it is 

estimated that only 64 percent of the students attend full time; 90 
percent of students in the higher income quartile attend full time. 



The number of undergraduate and graduate students by income 
quartile was estimated on the basis of the trends (1) derived from NCES 

of the proportion of graduate to undergraduate students, and (2) the 
estimated number of graduate students. The estimate of expected 
graduate students by income quartile is based on aspirations for 
graduate degrees of the Project Talent population. These were 

compared with data on social origins available in a study of graduate 
students conducted by NCES in 1965.121 

The resulting estimates of total graduate and undergraduate 
students were adjusted for differences in full-time and part -time 
attendance by income quartiles. It was assumed that income 
differentials which affected full -time attendance of undergraduates 
would also apply to graduate students. These factors were applied to 
the much lower full -time attendance patterns of graduate students. 

The resulting estimates of total undergraduate and graduate 
enrollments, and the number of full -time undergraduate and graduate 
students appears in Table 4. 

The "Complete Equality" Projection 

An alternative projection which, from 1970 on, ascribed 
propensities to enroll high school seniors and retention rates of college 
students from families in the highest income quartile is reproduced in 
Table 5. It estimates total enrollments of 11.2 million in 1976; 870,000 
more than the enrollments produced by the OPPE model. If these 
patterns are followed, enrollment of children from the lowest half of 
the income distributions could constitute some 40 percent of the total 
enrollment. 

TABLE 5 

DEGREE CREDIT TOTAL ENROLLMENT - COMPLETE 
EGALITY MODEL BY INCOME QUARTILE 

(thousands of students) 

Low 2nd 3rd High Total 

1970 1129.04 1582.48 2009.46 2436.09 7157.06 
1971 1188.77 1667.70 2118.87 2569.72 7545.05 
1972 1254.61 1764.28 2244.93 2725.39 7989.21 
1973 1311.70 1844.44 2346.83 2849.02 8351.99 
1974 1362.35 1912.09 2430.05 2947.67 8652.17 
1975 1410.04 1975.57 2507.67 3039.32 8932.84 
1976 1456.04 2037.78 2585.12 3131.92 9210.86 
1977 1500.84 2099.62 2662.85 3225.50 9488.82 

Source: OPPE Model. 

The assumption underlying this projection assumes that in 1976 

52.5 percent of the graduating class will enroll in college the year 
following graduation as compared to a little over 40 percent in 1968. 
The dropout rate is also reduced drastically, with the assumption made 
that 66 percent of the entering class will receive a B.A. within five years 

of high school graduation, as compared to about 50 percent, the rate 
observed in the late 1960's. The figures presented in Table 6 can thus 
be taken as an upper limit of possible enrollments under conditions of 
availability of adequate student aid and drastic shifts in attitudes 
towards college attendance. 

The reason why children from families in the lower income 
quartiles are projected to attend only at .8 the rate of children of those 
in the upper quartile is their poorer high school records. Since 
propensity to persist in one's post - secondary education is directly 
related to high school performance, even with the removal of financial 
constraints, some inequalities still remain. 
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The Effect of Financial Limitations on Attendance Patterns 

A comparison of projected total enrollment, full -time equivalent 
enrollment, and full -time enrollment highlights the impact of the 
difference in financial circumstances on attendance patterns. Table 6 
shows that the relationship of total enrollment between the demand 
projection and the complete equality projection is slightly over 8 
percent for 1976. Full -time equivalent enrollment increases also by 8 
percent, and full -time enrollment by 9 percent. 

TABLE 6 

RELATIONSHIP OF COMPLETE EGALITY TO OPPE MODEL 
(Complete Egality as a Percent of OPPE Model) 

Total enroll- Full -time enroll- Full -time equiv- 
ment Percent ment Percent aient Percent 

1970 111.15 111.11 111.13 
1971 111.65 110.43 110.38 
1972 109.74 110.01 109.90 
1973 109.24 109.61 109.46 
1974 108.80 109.22 109.04 
1975 108.50 108.90 108.79 
1976 108.33 108.85 108.64 

Source: OPPE Model. 

The removal of all financial constraints has only a moderate 
effect on the number of students likely to attend institutions of higher 
education. By contrast, the effect is somewhat pronounced for students 
who are likely to attend full time. In other words, if the assumptions 
underlying the projections are correct, the removal of financial 
constraints is likely to have a more pronounced effect upon the 
intensity of studies than they have upon the numbers attending. 

Summary and Conclusions 

The projections above have indicated that if the trends of the past 
few years have been modeled realistically, the rate of growth in 
enrollments is likely to taper off. Nevertheless, it is quite likely that the 
absolute increases in the number of students will be as large in the next 
eight years as they have been in the past eight. 

Description of the Enrollment Model for 1960 -1976 

The model used to allocate past enrollments for the period 
1960-67 by ability and income quartiles and to project enrollments for 
the years 1968 -76 was built up by: (1) using projections of high 
school graduates in each year, (2) allocating them to four ability and 
four socioeconomic quartiles, (3) applying estimated probabilities to 
the entry into the post - secondary system from each of 16 cells in the 
year of graduation and during subsequent years, and (4) differential 
survival rates from year to year were then applied to the enrollees. The 
total enrollment estimated by the model is a summing of these 
calculations: 

1. Et - d5 ' f rs ,j n ,j 

Gs, (t-n+1) ,i,j 
The sources used for the estimates were: (1) NCES estimates of 

high school graduates, (2) Project Talent data from the one -year and 
five -year follow -ups of the high school class of 1960, (3) U.S. Bureau of 
the Census attendance by age information for the period 1964 -66, and 
(4) information about college -going intentions from two surveys 
conducted by Talent in the one -year follow -up survey. 



TABLE 4 

TOTAL, UNDERGRADUATE, AND GRADUATE DEGREE CREDIT STUDENTS - BY INCOME QUARTILE AND YEAR 

(thousands of students) 

Income quartile: Low 2nd 3rd 4th All Students 

Total 
Under- 

graduate Graduate Total 
Under- 

graduate Graduate Total 
Under- 

graduate Graduate Total 
Under- 

graduate Graduate Total 
Under - 

graduate Graduate 

1960 419.0 362.5 56.4 624.9 518.6 106.3 1011.5 887.2 124.2 1530.0 1313.3 216.3 3585.0 3081.6 503.4 
1961 474.3 412.2 62.1 687.0 570.0 117.1 1100.4 963.4 137.0 1645.3 1407.0 239.0 3906.6 3351.8 554.8 
1962 534.4 466.8 67.6 746.3 618.7 127.6 1181.2 1032.0 149.2 1747.3 1487.3 260.0 4209.3 3604.8 604.4 
1963 599.1 525.9 73.2 804.1 6666.2 138.0 1257.9 1096.6 161.4 1841.3 1460.1 281.1 4502.4 3848.8 653.6 
1964 680.3 599.9 80.5 882.8 730.9 151.9 1365.3 1186.6 177.7 1970.1 1660.5 309.7 4897.6 4177.8 719.7 
1965 785.5 695.2 90.3 988.5 817.9 170.6 1506.4 1306.7 199.7 2143.7 1795.7 348.1 5424.1 4615.4 808.8 
1966 900.0 799.3 100.6 1095.9 905.8 190.1 1646.3 1423.7 222.6 2315.7 1927.7 387.9 5957.8 5056.6 901.2 
1967 1021.8 910.2 111.6 1204.8 994.1 210.7 1878.5 1540.8 246.7 2495.3 2065.3 430.0 6509.4 5510.4 999.0 
1968 1137.8 1016.0 121.7 1304.6 1074.8 229.8 1911.6 1642.7 269.0 2654.3 2185.6 468.7 7008.3 5919.2 1089.2 
1969 1240.7 1110.6 130.2 1391.3 1145.7 245.7 2012.8 1725.2 287.5 2775.9 2274.9 501.0 7420.7 6256.4 1164.4 
1970 1339.4 1200.9 138.5 1476.1 1214.7 281.4 2116.8 1810.9 305.9 2893.7 2360.7 533.0 7825.9 6587.2 1238.7 
1971 1442.5 1293.6 148.9 1569.4 1288.6 280.8 2248,7 1920.2 328.5 3052.2 2480.0 572.2 8312.8 6982.4 1330.4 
1972 1547.4 1386.8 160.6 1666.3 1363.7 302.6 2395.2 2041.6 353.6 3236.4 2620.5 615.9 8845.3 7412.6 1432.7 
1973 1638.6 1468.5 170.2 1750.3 1429.7 320.6 2517.5 2143.0 374.5 3383.4 2731.1 652.3 9289.8 7772.3 1517.5 
1974 1718.9 1540.7 178.1 1824.4 1488.8 335.6 2621.2 2229.1 392.1 2501.4 682.9 9665.7 8077.0 1588.7 

1975 1791.5 1606.1 185.4 1891.4 1542.0 349.4 2714.6 2306.4 408.2 3611.1 711.0 10008.5 8354.5 1654.0 

1976 1858.5 1665.8 192.7 1952.6 1589.7 362.9 2805.4 2381.4 424.0 3721.6 2983.1 738.4 10338.0 8620.0 1718.0 

Source: OPPE model 



Estimates of the Number of High School Graduates 

The number of high school graduates, separately for males and 
females, was taken from National Center for Educational Statistics data 
and estimates from the years from 1949 to 1976, published in U.S. 

Department of Health, Education, and Welfare, U.S. Office of 
Education, Projections of Educational Statistics, 1976 -77, (Government 
Printing Office, Washington, D.C.: 1968), Table 17. 

Estimates of High School Graduates by Ability and Income Quartile 

The distribution of high school graduates by income and ability 
quartiles was established by splicing information from Project Talent 
one -year follow -up data with U.S. Bureau of the Census information. 

Adjustments to Project Talent Data 

Data from Project Talent were classified by grouping them four 
groups according to the socioeconomic index and another four groups 
based on aptitude test scores. Table 7 shows the tabulation of March 
1960 tenth -grade males taken from the December 1963 reinterview and 
classified by these two variables. 

TABLE 7 

PERCENTAGE OF TENTH -GRADE MALES BY APTITUDE 
AND SOCIOECONOMIC INDEXES: MARCH, 1960 

Socioeconomic 
Index 
Percentile 

0- 

25.2 

Aptitude Index Percentile 
25.3- 46.3- 71.4 
46.2 71.3 100.0 Total 

0-31.5 13.9 8.2 6.0 3.4 31.5 

31.6 -58.61 6.3 6.3 7.9 6.6 27.1 

58.7 -81.4 3.5 4.4 6.9 8.0 22.8 
81.6 -100.0 1.5 2.1 4.3 10.7 18.6 

Total 25.2 21.0 25.1 28.7 100.0 

Two kinds of adjustments were made before the data were used 

for the enrollment model: (1) the data were adjusted to represent more 
precisely characteristics of students quartile by quartile, and (2) 
occasional statistical anomalies were smoothed. 

Rates of enrollment and rates of attainment were obtained, 
directly from Project Talent tabulations at the cumulative percentile 
points on the socioeconomic and aptitude indexes which were near the 
desired points. Langrangian interpolation procedures were then used to 
estimate the corresponding ratios for the desired boundaries by quartile 
for each of the two classifying variables independently. 

TABLE 8 

APPROXIMATE FAMILY INCOME DISTRIBUTION 
OF 1960 HIGH SCHOOL GRADUATES 

Family Income 
Class Percentile 

Percent of 1960 High 
School Graduates 

Under $3,337 0- 25.0 22.4 
$3,338-5,625 25.1 - 50.0 24.9 
$5,626.8,378 50.1- 75.0 26.7 
$8,398 and over 75.1 -100.0 26.0 

100.0 

First -year enrollments for 1960 in the year following graduation 
were calculated from Project Talent. This distribution by the 16 

income -aptitude cells for each sex appears in Tables 9 and 10. 
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For previous and subsequent years to 1960, the first -time 
enrollment rate was adjusted on the basis of information described in 
Section 2 which indicated that the propensity to enroll in college had 
increased roughly proportionately for all income groups for the period 
1939 to 1960 and had grown at different rates between 1960 and 1966. 
A further assumption was made that the pattern of change betwéen 
1960 and 1966 would continue for ten years to 1976; namely, that by 
1973 enrollments in the first, second, and third quartile would reach 

the levels experienced in the next higher quartile. It was assumed that 
enrollment propensities in the fourth quartile would asymptotically 
reach 80 percent; thus the gap between current enrollments and 100 
percent enrollment would be closed at the rate observed between 1960 
and 1966. 

TABLE 9 

FIRST -TIME ENROLLMENT OF HIGH SCHOOL GRADUATES 
IN COLLEGE IN THE YEAR FOLLOWING GRADUATION 

MALE 

Income Low 2 3 High 

Low .078 .168 .333 .536 
2 .142 .245 .399 .698 
3 .163 .366 .514 .753 

High .209 .362 .640 .793 

TABLE 10 

FEMALE 

Income Low 2 3 High 

Low .085 .125 .219 .429 
2 .095 .157 .283 .565 
3 .165 .249 .451 .639 

High .269 .447 .630 .854 

Mathematically, this was represented as follows: upper and lower 
asymtotes K1 and K2 were chosen for each income quartile -the upper 
asymtote K2 to represent the limits of growth indicated above and the 
lower asymtote K1 to represent the proportions of first -time 
enrollment in 1944. The values of K1 and K2 were chosen as follows: 

TABLE 11 

RATE OF CHANGE IN THE PROPENSITY TO ENROLL IN COLLEGE 
(1944 to 1976) 

Income Quartile 

Year of H.S. 

Graduation Low 2 3 High 

1944 .160 .321 .415 .572 
1945 .161 .321 .416 .574 
1946 .161 321 .417 .577 
1947 .161 322 .418 .580 
1948 .162 .322 .420 .584 
1949 .162 .323 .423 .588 
1950 .163 .324 .426 .592 
1951 .165 .326 .429 .596 
1952 .167 .328 .433 .601 

1953 .169 .330 .438 .607 
1954 .173 .334 .444 .612 
1955 .177 .339 .451 .619 



(TABLE 11 (Continued) 

Year of H.S. 

Graduation Low 2 3 High 

1956 .184 .345 .459 .625 
1957 .193 .353 .469 .632 
1958 .204 .363 .480 .640 
1959 .219 .376 .493 .648 
1960 .239 .392 .506 .656 
1961 .263 .412 .522 .664 
1962 .293 .435 .539 .673 
1963 .327 .461 .557 .682 
1964 .365 .490 .576 .691 
1965 .405 .520 .595 .700 
1966 .445 .550 .614 .709 
1967 .483 .579 .633 .718 
1968 .517 .605 .651 .727 
1969 .547 .628 .668 .736 
1970 .571 .647 .684 .744 
1971 .591 .664 .698 .752 
1972 .606 .677 .710 .760 
1973 .617 .687 .721 .768 
1974 .628 .695 .730 .775 
1975 .633 .701 .739 .781 
1976 .637 .706 .746 .788 

In application of these factors, the enrollment was never allowed 
to exceed the ever -enrolled rate in any quartile. 

TABLE 12 

Income Quartile ,1 

Low .16 .65 
2 .32 .72 
3 .41 .75 
High .57 .80 

A logistic curve of the form 

2. 
K,1 

x =year and y =propensity to enroll was fitted to a pair of known points 
of each income quartile. The pairs of points described in Section 2 are 
given below: 

TABLE 13 

Income Quartile 1960 1966 

Low .23 .48 
2 .40 .52 
3 .62 .65 

High .68 .74 

First -time enrollments for year from 1960 to 1987 were 
weighted in the model by the ratio of 

rti 
Y1960,1 
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Enrollments of studenfá ih years other than the year following 
graduation was estimated using the ratios published by the U.S. 

Bureau of the the dtbportion of high school graduates who 
enrolled in college one year after graduation with those aspiring to 
enroll. These ratios were used in preference to Project Talent ratios of 
ever -enrolled because of anomalies in the Project Talent data probably 
due to inflation problems in the five -year follow up. 

TABLE 14 

RATE OF FIRST -TIME ENROLLMENT IN COLLEGE 
BY YEARS AFTER HIGH SCHOOL GRADUATION 

(Census) 

Income 
Quartile 1 2 3 4 5 6 7 

Low .5 .21 .13 .06 .05 .04 .02 
2 .7 .13 .07 .04 .03 .02 .01 

3 .8 .08 .05 .02 .02 .02 .01 

High .9 .04 .02 .02 .01 .01 

Persistence Rates 

The number of years a student was likely to be enrolled in the 
system was calculated by using Project Talent data and adjusting 
marginal totals to U.S. Bureau of the Census observed enrollment rates. 

Given enrollment by year, the maximum possible 
achievement for the 1960 cohort was estimated. 

The actual achievement was then calculated by using 
Project Talent four -year follow -up interviews. (Table 15) 

The ratio between possible and actual achievement was 

then used to calculate the survival rates. This is shown in 
Table 16. 

Beyond five years, the survival rates were projected on the 
basis of a straight -line fit, to a maximum of ten years or 
until the value reached zero. 

The calculated values were then used to simulate an enrollment 
cohort for the year 1965. Adjustments were made in the calculated 
cohort survival rates to have the cohort tally estimates made by the 
U.S. Bureau of the Census for 1964-1966. 

The new survival rates were then used to estimate cohort 
enrollment rates by sex, income, and aptitude for the period 1960 
through 1976. These are reproduced in Table 16. 

Mathematical Representation of the Model 

The mathematics of calculating the cohorts is as follows: 

If the symbol al represents the number of first -time enrolled in 
college in the i -th income quartile, m -years after high school graduation, 
then from the values given in Table 14 the maximum possible 
proportion of the total years of attainment in K years for any given 

cohort of high school graduate is given by: 

4. i,k 
14=K Ai,m 

m£ 
m 

1 

for K 1,2 n 



TABLE 15 

RATES OF ACTUAL ATTAINMENT IN COLLEGE 
GIVEN EVER ENROLLMENT 

IN FIVE YEARS 

6 ó ó t 
Income Aptitude 'E c c 
Quartile Quartile E E 

M A L E O NEFEMÁLEu 
1 .198 .484 .099 .203 .017 .417 .143 .163 .267 .011 

1 2 .314 .229 .091 .340 .027 .244 .174 .093 .469 .020 

3 .264 .091 .066 .335 .244 .154 .211 .050 .496 .090 

4 .044 .188 .103 .403 .263 .073 .127 .079 .586 .135 

2 

3 

4 

1 .272 .253 .148 .310 .016 .179 .522 .074 .220 .006 

2 .300 .255 .140 .216 .089 .134 .273 .190 .295 .108 

3 .131 .163 .168 .401 .137 .279 .130 .155 .368 .068 

4 .145 .076 .124 .428 .227 .127 .109 .168 .398 .199 

1 .489 .146 .198 .141 .026 .422 .039 .130 .322 .087 

2 .223 .244 .132 .336 .065 .187 .349 .098 .320 .046 

3 .194 .172 .086 .322 .226 .199 .151 .137 .425 .089 

4 .050 .136 .117 .396 .300 .063 .154 .119 .428 .236 

1 .201 .164 .158 .369 .108 .050 .496 .265 .144 .045 

2 .137 .199 .132 .333 .199 .213 .230 .079 .277 .202 
3 .050 .207 .120 .409 .215 .180 .146 .141 .422 .112 
4 .040 .077 .106 .332 .446 .107 .065 .567 .238 

Source: Project Talent 5th Year Interview (unpublished). 
Table 16 

PERSISTENCE RATES IN COLLEGE IN FIRST FIVE YEARS AFTER 
HIGH SCHOOL GRADUATION BY SE)( INCOME, AND APTITUDE 

Income Aptitude MALE FEMALE 
Quartile Quartile 1 2 3 4 5 1 2 3 4 5 

1 

2 

3 

4 

1 1.0 .530 .360 .290 .030 1.0 .598 .498 .371 .021 

2 1.0 .720 .520 .360 .050 1.0 .798 .658 .655 .038 
3 1.0 .770 .750 .580 .120 1.0 .894 .719 .784 .171 

4 1.0 .850 .800 .700 .210 1.0 .978 .904 .965 .257 

1 1.0 .700 .520 .380 .020 1.0 .848 .323 .264 .008 
2 1.0 .730 .480 .360 .120 1.0 .894 .639 .471 .150 
3 1.0 .900 .770 .630 .190 1.0 .744 .637 .509 .094 
4 1.0 .890 .850 .770 .310 1.0 .902 .824 .697 .267 

1 1.0 .520 .380 .180 .030 1.0 .590 .562 .451 .105 
2 1.0 .790 .550 .440 .080 1.0 .830 .484 .404 .056 
3 1.0 .820 .660 .600 .270 1.0 .819 .679 .567 .108 
4 1.0 .970 .800 .760 .360 1.0 .957 .816 .732 .286 

1 1.0 .800 .660 .530 .120 1.0 .951 .468 .199 .050 
2 1.0 .860 .680 .560 .220 1.0 .788 .574 .505 .222 
3 1.0 .950 .770 .660 .240 1.0 .822 .696 .563 .123 
4 1.0 .960 .910 .820 .500 1.0 .976 .896 .847 .261 

TABLE 17 

ADJUSTMENT FACTORS ON ENROLLMENT RATES 

Years After High School Graduation 

1 2 3 4 5 6 7 8 9 10 

Males 1.0 1.0 1.1 1.12 1.25 1.25 1.5 8.25 8.25 8.25 
Females 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0425 1.0425 1.0425 

"These years in the Census data represent five -year age intervals, 
hence, the larger factor. 

132 



Similarly, using the values in Table 15 the actual attainment in K 
years of enrollment of the cohort of high school graduates may be 
calculated by sex, income, and aptitude quartiles. 

n 

5. R" 
m -k for IC 1,2....m 
n for S 2,2 

mil bs,i,j,m 
The survival rates in Table 16 for each of the 16 income and 

aptitude quartiles will then be given by the ratio: 

6. R 
R" s,i,j,k 

s,i,j,k Ri k 

The 16 rates of enrollment in college over K years, given the 
probability of enrollment at any time after graduation was calculated 
from the above by "entering" students for the first time m years after 
high school graduation and applying the survival ratio R, I k to those 
enrolled and then summing for each of the K years. The equations 
giving the 18 enrollment curves are derived as follows: 

Let the matrix 

Cs,i,j,m,k Ai,m Rs,i.j,(K-m+1) 

where are the entries in Table 14 and the R, are the survival 
curves calculated by equation 6 

Summing the resulting C matrix for each of the K years over m 
yields the enrollment rates for each of the 32 sex, income - aptitude 
cells. 

n 
8. Ss,i, ,k Cs i m k for K=1, 2....n j m=1 

Since, however, the Talent distribution of first -time enrollment 
by income and aptitude appeared to be more reliable than the 
"ever- enrolled" data obtained from the five -year survey, the curve was 
adjusted to apply to first -time enrollment by transformation: 

9 P s,i,j,k s,i,j,l 

The Talent data accounted for only the first five years of 
enrollment after high school graduation, the enrollment curve was 

therefore adjusted for years beyond five to simulate the total 
population included in the U.S. Bureau of the Census estimates. The 
adjustment factors for males and females are given in Table 17. 

The enrollment rates, based on first -time enrollment in the first 
year following high school graduation, for males and females, is 

presented in Table 18. 

Full -time equivalent enrollment students were estimated from 
total enrollment by weighting the estimated number full-time students 
by the ratio of years attained to years attended, obtained from Project 
Talent data. The ratios are given in Table 19. 

133 

Estimates of Full -Time Students 

Full -time enrollment by ability and income quartile was 

calculated from total enrolled by applying differential rates of full -time 
attendance for each of the 16 groups. It was assumed that part-time 
students carried a one -third load. Given the above ratios of years 

attained per years attended, it was possible to calculate the full -time 
students with the equation: 

10. 
+ 3 

(1.0 - 

where: 

y = Years attained per years enrolled. 
a = Ratio of full -time enrolled to total enrolled. 

These estimates were applies to the 1964 cohort, the year for 
which NCES did their last full- time /part-time census and were scaled to 
reproduce the NCES estimates. The scaling factor used was .92 on the 
years attained to years attended ratio. 

The estimates used in the model appear in Table 20. 

Graduate and First -Professional Degree Students 

Estimates of graduate and first professional students are derived 
in the model in two steps. For the years 1960 -1967, NCES estimates of 
total graduate students by sex were adopted. For the period 1968 
through 1976, they are projected as a function of total enrollment 
based on the fitting of the following function to the period 1960 
through 1967: 

b 11. ys,t = ass,t 

Where t -total enrollment and ys t =NCES estimate of graduate 
students, the calculated coefficients and exponents were: 

a =.054 for males, .027 for females. 

b =1.15 for males, 1.18 for females. 

The estimated number of graduate students was increased 25 
percent, to account for first professional students, in line with observed 

differences between students enrolled in programs in the fifth year of 
college as estimated by the U.S. Bureau of the Census and the total 
graduate enrollment reported by NCES for the period 1964-1966. 

The number of full -time graduate students by income quartile 
and by year was estimated by weighting the relative distribution of all 
full -time, total enrolled graduate students by an appropriate ratio in 
each income quartile. 

In 1965, the ratio of full -time to total graduate students was 44 
percent. The ratio of all full -time to total enrolled students was 63 
percent. Hence, a weight of .44 =.7 was applied to the ratio of full -time 

to part -time students in each income cell by sex. For instance, in 1965, 
the estimate of all full -time students to total male students in the high 
income cell was .95. It was, hence, estimated that the proportion of 
full -time graduate students was .95 x .7 .665 of total enrolled 
graduate students. 

The estimated number of full -time graduate students was 
subtracted from the estimated number of total full -time students to 
derive the number of full -time undergraduate students enrolled. 



TABLE 18 

ENROLLMENT RATES IN COLLEGE BASED ON FIRST -TIME ENROLLMENT 

Income Aptitude MALE 
Quartile Quartile 2 3 4 5 6 8 10 

1 1.00 .95 .84 .70 .41 .26 .16 .08 .04 .01 

1 2 1.00 1.14 1.08 .89 .52 .33 .21 .11 .05 
3 1.00 1.19 1.33 1.21 .75 .51 .30 .18 .10 .04 
4 1.00 1.27 1.42 1.38 .91 .72 .43 .25 .14 .07 

1.00 .89 .75 .60 23 .13 .08 .04 .02 .01 

2 2 1.00 .92 .72 .58 .32 .15 ..05 .02 
3 1.00 1.09 1.04 .92 .48 .34 .15 .09 .04 .02 
4 1.00 1.08 1.12 1.07 .63 .56 .37 .18 .08 

1 1.00 .62 .49 .28 .22 .12 .11 .02 .03 .01 

3 2 1.00 .89 .69 .57 .41 .30 .18 .11 .06 .02 
3 1.00 .92 .80 .74 .42 .31 .29 .18 .10 .05 
4 1.00 1.07 .96 .93 .54 .51 .47 .22 .12 .06 

1 1.00 .84 .72 .57 .37 .15 .09 .06 .02 .00 

4 2 1.00 .90 .74 .63 .58 .34 .10 .06 .03 .01 

3 1.00 .99 .83 .74 .64 .49 .27 .08 .04 .01 

4 1.00 1.00 .97 .90 .59 .53 .45 .33 .21 .07 

FEMALE 

1 1.00 1.02 1.01 .86 .48 .30 .19 .10 .06 .02 
2 1.00 1.22 1.25 1.26 .68 .43 .26 .15 .08 .03 

1 3 1.00 1 31 1.35 1.44 .89 .53 .32 .19 .11 .05 
4 1.00 1.40 1.57 1.72 1.11 .65 .39 .24 .14 .06 

1 1.00 1.03 .58 .47 .18 .11 .07 .03 .01 .00 

2 
2 

3 
1.00 
1.00 

1.08 
.93 

.91 

.88 
.74 
.76 

.40 

.34 
.18 
.17 

.11 

.10 
.06 
.06 

.03 

.03 
.01 

.01 

4 1.00 1.09 1.09 1.00 .58 .24 .14 .08 .04 .02 

1 1.00 .69 .68 .57 .23 .09 .06 .04 .02 .01 

3 
2 
3 

1.00 
1.00 

.93 

.92 
.83 
.82 

.53 

.71 

.17 
.25 

.09 

.11 

.06 

.07 

.03 
.04 

.02 

.03 
.01 

.01 

4 1.00 1.06 .97 .90 .46 .14 .09 .06 .04 .02 

1 1.00 1.00 .53 .26 .10 .04 .02 .01 .00 .00 

4 
2 

3 

1.00 
1.00 

.83 

.87 
.63 
.75 

.57 

.63 
.29 
.19 

.05 

.05 
.03 
.03 

.02 

.02 
.01 

.01 

.00 

.00 
4 1.00 1.02 .96 .93 .35 .07 .05 .03 .01 .00 

TABLE 19 

RATIO OF YEARS ATTAINED PER YEARS ATTENDED 

Income 
MALE 

Aptitude 
FEMALE 
Aptitude 

Quartile Low 2 3 2 3 High 

Low .691 .711 .774 .886 .726 .778 .739 .849 
2 .676 .744 .819 .901 .738 .763 .785 .889 
3 .679 .767 .844 .924 .714 .758 .835 .897 

High .661 .831 .894 .946 .763 .816 .867 .950 
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TABLE 20 

RATIOS OF FULL -TIME ENROLLMENT TO 
TOTAL ENROLLMENT BY SEX, INCOME, AND APTITUDE 

MALE 
Income Aptitude 
Quartile Low 2 3 High 

Low .454 .481 .569 .723 
2 .433 .526 .630 .743 
3 .437 .559 .665 .775 

High .412 .647 .733 .805 

FEMALE 

Income Aptitude 
Quartile Low High 

Low .502 .574 .520 .672 

2 .519 .553 .583 .727 
3 .486 .546 .652 .738 

High .553 .627 .696 .810 

TABLE 21 

MEAN STUDENT COSTS BY SEX AND INCOME QUARTILE 

MALE FEMALE 
Income 
Quartile 

Tuition Living 
Expense Cost 

Tuition Living 
Expense Cost 

Low 319 559 290 509 
2 411 728 394 762 
3 333 557 311 528 

High 401 772 397 762 

Annual r =.06 r =.02 r =.06 
Increment T L T 

FINANCIAL ASSISTANCE REQUIREMENTS 

r =.02 
L 

The total need for assistance in the financing of the cost of higher 
education for full-time undergraduate students, the difference between 
total student costs and total family contribution was estimated on three 
alternative bases in the model for Low and High enrollment projections. 

Needs based on mean expenditures. Mean costs reported by 
full -time students for Project Talent by sex were calculated for each of 
the four income groups, and Mean parental contributions were 
calculated for each income quartile from the College Scholarship 
Service expected of parental support for college expenses for families 
with two children. [3] 

The estimated college costs from Talent were in 1960 dollars, and 
these were incremented at an annual rate of 6 percent for tuition 
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expenses and at 2 percent for living costs. Parental incomes were 
allowed to grow at 5 percent annually, assuming a 2 percent rate of 
inflation. Parental contributions, in 1988 dollars, were incremented at a 

varying annual ratio as shown in Table 22 in such a way that the 1966 
proportion of the real income was actually set aside for college 
expenses. The gap, calculated as follows: 

Let 

1 
t 

TC s,1 
. 

L 

a 

j s Es,t,i,j (1+rk)t 

Then 

12. g s Ttsi Lt,s,i - 

IfT+L - Kwas < 0, then was made =0. 

T= 
L= 

C= 

P= 

Tuition cost by sex and income quartile. 
Living cost. 
Parental contribution by year, second income quartile. 
Estimated enrollment by year, sex, income, and aptitude. 
Student costs for tuition or living expenses as indicated in the 
superscript. 
Parental contribution. 

TABLE 22 

PARENTAL CONTRIBUTIONS TO COLLEGE EXPENSES 
BY INCOME QUARTILE 

INCOME QUARTILE 
rk Low 

.22 
2 

.07 
3 

.08 

High 
.014 

1966 $ 20 $ 750 $1,360 $3,500 
1967 25 795 1,458 3,565 
1968 35 843 1,633 3,630 
1969 43 898 1,730 3,698 
1970 56 977 1,887 3,767 

1971 68 1,071 2,023 3,836 
1972 82 1,158 2,134 3,908 
1973 96 1,297 2,281 3,980 
1974 111 1,319 2,464 4,054 
1975 120 1,410 2,751 4,129 
1976 149 1,532 2,869 4,205 

2. Distribution of college- enrolled male and female students by 
tuition cost and living expenses were calculated from Project 
Talent data. These distributions are given in Tables 23 and 24. On 
the assumption that students who pay the lowest tuition also 

have the lowest living cost, 16 combined tuition -living cost curves 
were calculated for men and women by quartile. 

An exponential curve of the form: 

13. y=aebx 

(where x Percentile scale; y Combined cost per student) was fitted 
to each of the 16 cost curves, and the "GAP" was then recalculated on 



the following basis: 

Given the two cumulative curves on the graph below, representing 
the combined student costs and the parental contribution, the 
shaded area represents the total gap between student costs and parental 
contribution. 

Parental Contribution 

Cum. %Students 1.0 

The "GAP" in a given income quartile is the sum of the gaps 

calculated for men and women in that income quartile, by the 
equation: 

TABLE 23 (Continued) 

DISTRIBUTION OF COLLEGE -ENROLLED STUDENTS BY SEX, 
FAMILY INCOME QUARTILE, AND TUITION EXPENSES 

FEMALE 
Tuition 
Expense 1 

Income Quartile 
2 3 4 

50 .032 .027 .020 .012 
75 .076 .054 .060 :041 

150 .141 .102 .111 .075 
250 .173 .369 .154 .103 
400 .216 .156 .201 .166 
625 .152 .106 .126 .129 
875 .092 .090 .139 

1250 .108 .080 .144 .202 
1500 .011 .016 .049 .134 

TABLE 24 

DISTRIBUTION OF COLLEGE -ENROLLED STUDENTS BY SEX, 
FAMILY INCOME QUARTILE, AND LIVING COSTS 

14. Et,i s 

10 
fe,i(u) du -(1-x)P) 

Living 

MALE 

Income Quartile 
Costs 1 2 3 4 

300 .428 .373 .331 .216 
400 .209 .162 .163 .142 
625 .207 .250 .232 .195 
875 .110 A43 .173 .213 

1250 .041 .062 .084 .170 
1750 .001 .007 .013 .044 
2250 .001 .002 .003 .013 

TABLE 23 2750 .000 .001 .000 .004 
3000 .000 1)02 .002 .004 

DISTRIBUTION OF COLLEGE -ENROLLED STUDENTS BY SEX, 
FAMILY INCOME QUARTILE, AND TUITION EXPENSES 

MALE 
FEMALE 

Tuition Income Quartile 
Expense 1 2 3 4 Living Income Quartile 

Costs 1 2 3 4 
50 .029 .024 .022 .018 
75 .090 .069 .080 .039 300 .439 .383 .288 .201 

150 .146 .124 .106 .085 400 .239 .192 .179 .147 

250 .195 .182 .130 .117 625 .229 .245 .260 .222 

400 .168 .197 .207 .175 875 .066 .127 .181 .221 

625 .145 .115 .130 .130 1250 .023 .043 .074 .152 

875 .129 .142 .128 .125 1750 .001 .007 .013 .037 

1250 .082 .134 .157 .190 2250 .003 .001 .004 .013 

1500 .017 .034 .060 .123 2750 .000 .001 .001 .002 
3000 .000 .001 .001 .006 
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3. Student costs and the financial gap were calculated on the basis 

of a third set of alternative assumptions as follows: 

The number of students in the lower and upper two -year levels in 

all institutions were calculated from ratios obtained from Project 
Talent data and from projections of full -time undergraduate 
students. 

TABLE 25 

FULL -TIME UNDERGRADUATE STUDENT IN 
ALL INSTITUTIONS IN ACADEMIC LEVEL 

Income 
Quartile 

Lower 
2 -Years 

Upper 
2 -Years 

Low .70 .30 
2 .65 .35 
3 .60 .40 
4 .55 .45 

Average student costs were calculated from cost estimate given in Table 
A-6 of Students and Buildings [4] and the entries in Table 25 above by 
the equation. 

15. Ci,m = E di 
C3,m 

where = average cost, d = the entries in Table F -5 and c = the cost 
factors from Students and Buildings (see Tables 26 and 27) 

TABLE 26 

ASSUMED COST FACTORS 

Academic 
Level 

Tuition 
m = 1 

Living Exp. 
m = 2 

Lower 2 -yrs. 
Upper 2 -yrs. 

$103 
278 

$1,000 
1,283 

TABLE 27 

AVERAGE STUDENT COSTS 

Income 
Quartile Tuition Living Exp. 

Low $156 $1,084 
2 164 1,100 
3 173 1,112 
4 182 1,175 

The projected student costs for each year by income quartile may be 
calculated from the above by the equation: 

16. Et C1,m 

and as in hypothesis one the gap, is calculated as the difference 
between student costs and parental contribution. 
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NOTE 1 

Explanation of Symbols (Equation 1) 

E = Total Enrollment. 

d = Distribution of High School Graduates by Sex, Income, and 

Aptitude. 

f = First -Time Enrollments in College in Year Following High School 
Graduation by Sex, Income, and Aptitude. 

r. Rate of Growth in the Propensity of High School Graduates to 
Enroll in College by Income, 1944 -1976. Table 11. (p. I. 

P= Enrollment Rates in College in Years after High School 
Graduation, Given First -Time Enrollment in First Year Following 
High School Graduation by Sex, Income, and Aptitude. Tables 9, 
10. (p. ). 

G = Estimated Number of High School Graduates by Sex. 
Source: U.S. Office of Education Publication Projections of 
Educational Statistics to 1976 -1977. 

Subscripts: 

t = Current Year. 

s = Sex. 

n= 

Income Quartile (1 = low, 4 = high). 

Aptitude Quartile (1 low, 4 = high). 

Years Since High School Graduation. 
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THE IMPACT OF PARENTAL,AND EDUCATTAL .INVESTMENTS UPON STUDENT ACHIEVEMENT 

Dennis J. Dugan* 

Parents provide a home environment that con- 
tributes to the scholastic success of their child 
(ren). This relationship between home- environ- 
ment and achievement is well- known, and scholas- 
tic achievement has generally been assumed to 
flow directly from the socio- economic character- 
istics of parents and a complement of school 
resources. In this paper the mechanism that 
parents employ to transmit the "potential -for- 
learning" to their children is considered ex- 
plicitly within the context of a theoretical 
model of the education process. Further, a 
method to measure the educational services that 
parents provide their child(ren) in the home 
environment is presented. 

The first section of the paper is devoted to 
the derivation of estimates value of parental in- 
vestments into the education process. The value 
of these investments is determined by the opport- 
unity cost of the time that parents devote to the 
stimulus- response- reinforcement activities of 
their child(ren) during both the pre -school and 
formal- education years. The analysis of the com- 
ponents of the total cost of education, including 
the educational services contributed by the 
parents, indicates that school expenditures 
account for less than 50 percent of the total 
investment in education. In the second section 
of the paper, the education process is defined 
in terms of a theoretical model which explains 
achievement differences by variations in the 

contributed educational services of parents and 
school resources. The model is estimated empiri- 
cally for the white and nonwhite student popula- 
tions, and the relative effectiveness of educa- 
tional investments is determined. The statisti- 
cal results indicate that the educational ser- 
vices of parents are highly significant deter- 
minants of scholastic achievement. The empiri- 
cal results also demonstrate that nonwhite 
scholastic performance would be significantly in- 
creased if the nonwhites had the same level of 
parental services and school resources as the 
white students have. 

TOTAL INVESTMENT IN THE EDUCATION PROCESS 

While the significance of genetically or 
congenitally determined resources which the in- 
dividual child has at his disposal is not dis- 
counted herein, the main concern of this paper 
is with the educational processes of the home 
environment -- factors particularly relevant in 
determining the form his ability will take. The 
education process is conceived to be a complex 
process of long gestation in which school and 
parental investments are combined to produce 
scholastic achievement, the final product of the 
educational system. 

Taking a close look at the entire education- 
al process, one sees a long formation period in 
which the student accumulates educational invest- 
ments and builds upon his previous experiences. 
This experience is not limited to formal school- 
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íng alone and, undoubtedly, it relies heavily 
upon the home environment of the child and his 
pre - dispositions towards learning that are acquir- 
ed in the home. If, in fact, education is more 
than time and resources provided by the school, 
then current expenditures per student do not re- 
flect all, nor necessarily a large portion, of 
the costs that are directly relevant to the edu- 
cational process. Therefore, "equal educational 
opportunity" is not brought about simply by equal- 
izing school expenditures among students. 

There is substantial evidence' that pre- 
school experience and home environment contribute 
to a child's success in school. These two ac- 
tivities are dependent upon services rendered by 
the child's mother and father -- services that re- 
quire time and effort that could be devoted to 
alternative activities. The value of such ser- 
vices and their marginal contribution to educa- 
tional output are particularly important for pub- 
lic educational policy which has the goal of pre- 
senting "equal educational opportunity to all 
members.of our society." 

Under this expanded view of the educational 
process, total educational investment may be sub- 
stantially greater than formal schooling expen- 

ditures. Thisisespecially true if the mother 

spends five to six years --which she ordinarily 
does -- preparing the child for formal schooling. 
The value of the educational services provided by 

the mother is a social cost which would be re- 
flected by a higher level of Gross National Pro- 

duct (GNP) had the mother been working in an occu- 

pation that is tallied in national income ac- 

counts. A mother has alternative employment op- 
portunities that are consciously by- passed to 

stay with her child(ren). The net value of the 

mother's educational services to society is not 

zero, and they may be approximated by determining 
the value of her services in an alternative form 

of employment,2 that is, by calculating the earn- 

ings that she foregoes to provide the educational 

services for her child(ren). 

The father also provides educational services 
to the child in the home. These paternal services 

have a social value and that value is estimated 
by the father's opportunity cost of extended 
participation in the labor force. 

The total educational investment in a stu- 

dent, therefore, is the accumulated sums of the 

educational contributions of the mother, the 
father, and the school. The total investments of 

these three factors are significant not only be- 

cause they sum to the aggregate educational in- 

vestment, but also because they indicate the 

nature of the separate resources that may have an 
impact upon scholastic achievement. 

Measures of Parental Investment 

Age and education are used as predictors of 

the foregone earnings of parents, and these 



earnings are used as a measure of parental oppor- 

tunity costs. Age- earnings profiles by level of 

education in the U.S. typically resemble those in 

Figure 1. 

Earnings University 

High School Degree 

Dropo 

Age 

15 19 22 

Figure 1. Typical Age -Earnings Profiles 

by Levels of Education 

These profiles have three striking character- 
istics: 

(1) Earnings, irrespective of the level of 

education, increase with age up to a 
maximum and then decline. The obvious 
explanation is that age acts as a proxy 
for work experience, raising earnings 
until infirmity or educational obso- 
lescence sets in. 

(2) The higher the educational attainment, 
the higher the starting salary and the 
steeper the rise in earnings through- 
out the early phases of working life. 

(3) The higher the educational attainment, 
the later the year at which maximum 
earnings are reached and the gentler 
the decline of earnings from the maxi- 
mum point. 

For the mother who provides educational ser- 
vices in the pre -school years of her children, 
the value of her contributed services may not be 
the entire amount of income that she is capable 
of earning by offering her services to the "open" 
labor market. The mother provides other services 
in the home besides those that are directly at- 
tributable to the education formation of her off- 
spring. Household activities such as washing, 
cooking, and cleaning are productive economic 
activities that should not be included in the 
"opportunity cost" of the maternal contributed 
educational services. A study of the time -allo- 
cation of housewives with young children, under 
age six, indicates that the mother spends approxi- 
mately 43 percent of her time in activities dir- 
ectly related to her children- -time which is de- 
voted to some type of communication or contact 
between herself and her child(ren).3 These 
stimulus- response -reinforcement activities in the 
home provide a potential- for -learning to the 
child and may be an important determinant of 
achievement in school. 
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A recent study4 indicates that when children 
are in school the mother devotes 5 percent of her 
economically productive time (the time she would 
have spent in the labor force if she worked full 
time) to the educational activities of her child- 
ren. It was assumed that the father offers a 
constant 5 percent of his working time to the 
education activities of his children during their 
pre- school and formal education years. These 
parental services are divided up among the child- 
ren in the family. 

The worth of the contributed services of the 
parents for a given period of time t is earnings 
from alternative employment opportunities, that 
is, the "opportunity cost" of participating in 
the labor force more fully instead of devoting 
these resources to the child. The opportunity 
cost concept need not consider more participation 
in the labor force as the only viable alternative 
to homework. Leisure time, with its implicit 
value, is another alternative use of time that 
may be pursued by parents.5 The Contributed Edu- 
cational Services of the Mother is defined as: 

(1) Mt atYt 

where is the mother's "opportunity cost," the 
income she could be earning by participating 
fully in the labor force and represents a com- 
bination of factors that determine how much of the 
mother's time is devoted to each of her children. 
These factors include: (1) the proportion of a 
mother's time devoted to educationally- related 
activities (as opposed to household chores), and 
(2) the number of children among whom the mother's 
time is divided. The is not a constant, and 
it will vary over time when a mother has more 
children in the home and when these children leave 
the pre -school environment. 

The mother's contributed educational services 
are divided into two distinct units: the pre- 
school portion in which the mother spends a con- 
siderable amount of time with her pre -school 
children; and the mother's time provided during 
the formal schooling years of her children. The 



contributed services of the mother may now be 
looked upon as the sum of these two time inter- 
vals, one from birth to age six and the other 
from age six to age eighteen. 

5 18-t 18 18-t 
(2) M atYt(l+i) + 

6 

btYt(1+i) 
t=0 

where represents the fraction of the mother's 
time devoted to a child in the pre -school situa- 
tion and represents the fraction of the 
mother's time devoted in the formal schooling 
period. For the pre -school period, it is as- 
sumed that the mother spreads 43 percent of her 
productive time among the pre -school children in 
the home. Vital statistics from the U.S. Census 
of Population gives a breakdown of average spac- 
ing of children and the number of children by 
the educational attainment and race of the mother. 
That information determines the size of the con- 
stant, bt is a fraction that indicates the 

proportion of the mother's time devoted to her 
children during their school years. It is as- 
sumed that mothers divide 5 percent of their time 
equally among their school -age children. 

The contributed educational services of 
parents are accumulated at a positive rate of 
interest, i, to indicate that alternative invest- 
ment opportunities are available to parents and 
that these parental resources need not be de- 
voted to embodying human capital in their child- 
ren. For estimation purposes, i is assumed to be 
a constant 6 percent. 

The father's contributed educational ser- 
vices is derived in the same manner: 

18 18 -t 

(3) F ctIt(l +i) 
t 

where F is the accumulated value of the father's 
contributed services, I the "opportunity cost" 
of the services or the father's salary, and 
is the portion of the father's time devoted 
to the educational activities of each child. 

The accumulated maternal contributed ser- 
vices to a student at different grade levels 
according to the educational attainment of the 
mother is shown in Table 1. This table is based 
upon 1960 Bureau of the Census data which cross - 
classifies the years of educational attainment 
and number of children of mothers. Appendix B 
presents these data which show the inverse rela- 
tion between a mother's educational attainment 
and the number of her children. At grade 1, the 

student has accumulated varying amounts of edu- 
cational services from his mother depending on 
her level of educational attainment. The ser- 
vices rendered in the pre -school years from a 
mother with five plus years of college are worth 
$9,322 according to our opportunity cost concept 
of valuing these services. A mother with 0 -7 
years of education, by contrast, has provided 
$2,723 worth of educational services to a first 
grader. 
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Over the education cycle of the student, the 

accumulated educational services of the mother 
grow as she provides a limited number of educa- 
tional services in the home --an average of 20 
minutes per day compared to an average of three 
hours per day in the pre -school years of her 

children. 

There are substantial differences in the 
value of contributed educational services per 
child between whites and nonwhites. The nonwhite 
mother's level of educational attainment is, on 
the average, lower than that of the white mother 
and her earning power at a given level of edu- 

cational attainment is generally lower than that 
of a white mother. She is also likely to have 

more children. Part of these differences bet- 

ween white and nonwhite earnings structures may 
be attributed to discrimination, but part of it 
is due to the poorer quality of the nonwhite's 
educational experience. Therefore, for this 

analysis of the total cost of education, the 

population was stratified according to white and 
nonwhite classifications. The average level of 
educational attainment of a white mother is 11.2 
years and it is 8.5 years for nonwhite. At grade 
one the accumulated educational services of white 
and nonwhite mothers with the above -mentioned 
years of educational attainment are $4,991 and 
$2,508, respectively. Since the average nonwhite 
mother has more children than the average white 
mother, the differences between the embodied 
capital of white and nonwhite first graders are 
quite pronounced. 

The Total Costs of Education 

The mother's and father's contributed edu- 
cational services and the accumulated resources 
expended by the school7 are tallied in Table 2 

for grade 12, by the level of parents' education- 
al attainment. At grade 12 the accumulated per 

pupil school expenditure totals $6,921 for the 

average student. School costs, as a percent of 
total educational costs, vary from 51 percent for 
a student whose parents have -7 years of edu- 
cation to 21.8 percent in the case where both 
parents have attained five plus years of college. 
The mother's contribution to total cost ranges 
from 34 percent to 49 percent for her -7 years 
and five plus years of college, respectively. The 
father's factor share increases with his level of 
educational attainment, between 12 and 21 percent. 

The total costs of educational ser- 

vices (school plus contributed educational ser- 
vices of parents) for all grade levels are in the 
order of two to three times larger for students 



TABLE 1 

Value8 in 1965 of Mother's Accumulated Contributed Educational 
Services for Mother's Educational Attainment, by Grade of Child 

Mother's Education 
Grade 

1 6 9 12 
-7 years $2,723.50 $ 3,411.61 4,126.38 $ 4,988.87 

8 years 3,378.67 4,231.37 5,135.45 6,235.03 
1 -3 years of high 
school 3,972.14 5,012.26 6,093.91 7,408.66 

4 years of high 
school 6,963,71 8,898.18 10,796.85 13,080.38 

1 -3 years of college 7,090.81 9,050.96 10,995.03 13,362.96 
4 years of college 9,043.76 11,560.35 14,075.54 17,147.79 
5+ years of college 9,321.80 11,919.85 14,643.85 17,977.84 

TABLE 2 
Factor Shares and Total Cost of Educational Inputs of Grade 12 

for Educational Attainment of Parents 
(All figures are X's, unless otherwise noted) 

Mother Mother Total 

Education of Parents (Pre -school) Father (Other) School Costs 

-7 years 34.30 12.17 2.49 51.04 $13,540.83 

8 years 36.82 15.49 3.22 44.46 15,567.63 

1 -3 years of high 
school 32.83 18.24 9.44 39.49 17,527.01 

4 years of high 
school 49.49 17.58 4.41 28.52 24,269.02 

1 -3 years of college 48.24 19.52 4.78 27.46 25,203.26 

4 years of college 49.67 22.21 5.75 22.37 30,942.18 

5+ years of college 49.11 21.45 7.61 21.84 31,696.98 

with parents having completed college than those 
having only some elementary education. At Grade 
1, the ratio is approximately three to one and it 
diminishes slightly as the student proceeds to 
higher grades. The disadvantaged student, one 
whose parents have little education, remains 
disadvantaged throughout his educational career, 
even though this disadvantage may diminish over 
time. This analysis of the total costs of edu- 
cation indicates that equalization of school re- 
sources devoted to the culturally advantaged and 
disadvantaged may not eliminate educational de- 
ficiencies nor insure equality of educational 
opportunity. 

A NEW MODEL OF ACHIEVEMENT 

The Equality of Educational Opportunity Sur - 
vey(6), popularly known as the Coleman Report, 
stimulatid a great deal of research concerning 
the determinants of scholastic achievement. 
While Coleman tended to minimize the influence 
of the characteristics of schools upon achieve- 
ment, Bowles(4) and Bowles and Levin(5) emphasize 
the relationship between various school inputs 
and achievement. Specifically, Bowles(4) adjusts 
for the combined effects of the student's genetic 
ability and environmental influences prior to age 
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six be introducing first grade verbal achievement 
test scores. He arrives at the flow of scholas- 
tic achievement from grade 1 to grade 12 for 
black male students. Bowles' empirical "educa- 
tion production function" links a number of 
school variables, such as teacher's verbal abil- 
ity score and science lab facilities, to achieve- 
ment. 

In this section a theoretical model of the 
education process is presented and one of the 
determinants of school outcomes is the home - 
embodied capital of students. Since the educa- 
tion process builds on what has gone before, the 
determinants of achievement should be specified 
in a form that reflects this gradual enlargement 
of the student's education base. Therefore, the 
appropriate variables to explain differences in 
school outcomes are the accumulated educational 
investments of parents and accumulated school 
resources. Thus, the education process is en- 
visaged here as an educational "learning -by- 
doing" model where parental and school invest- 
ments, both past and present, act as positive 
reinforcement for the student's academic success. 

The model may be specified formally in the 
following functional form: 



(4) Ai f(M,F,S) 

where Ai is a suitable measure of school outcomes 
for grade M and F are respectively the con- 
tributed educational services of the mother and 
the father, and S is the accumulated school re- 
sources provided the student. Since measures of 
achievement, the outcome of schooling, is a stock 
variable, parental and school services are ex- 
pressed in stock terms to maintain consistency. 
The hypothesis to be tested may be stated simply: 
the contributed educational services of parents 
and school resources jointly determine the 
scholastic achievement of a student. This hypo- 
thesis has been postulated in such a manner that 
it is empirically testable under a number of 
alternative formulations of the basic relation- 
ship in equation (4). 

The exact functional form that the relation- 
ship in equation (4) assumes is not predetermined 
by a theory of learning. Two mathematical forms 
of that relationship, however, have immediate 
theoretical appeal because of the interpretations 
that may be given to their empirical resulta. One 
functional form of the relationship between 
achievement and parental and school investments 
is linear where the variables enter separately 
and linearly: 

(5) Ai aio + ail M+ ai2 F+ ai3 S+ Ui 

where is the unobserved, statistical disturb- 
ance term and the i's refer to school grades. 
The coefficients of this linear model are statis- 
tically estimated by the application of multiple 
regression analysis. Since all the independent 
variables in the linear model are scaled in 
dollar terms, their estimated coefficients will 
yield a direct answer as to what scarce educa- 
tional resource yields the largest increment in 
achievement. The a's may appropriately be called 
"benefit- cost" coefficients because each indicates 
the change in school outcomes due to a change in 
the unit cost of investment in that resource. 
Underlying this linear model is the assumption 
that the school's influence upon achievement is 
independent of the home environment and the home - 
environment influence is independent of the 
school. Insofar as the linear model truly re- 
presents the education process, then the variable 
with the largest a would merit all available 
educational resources to achieve the greatest 
impact upon school outcomes. 

Another function form that this relationship 
may assume is the following nonlinear one: 

(6) Ai ßi0 MßilF0i2S013Ui 

which is easily transformed into a linear- in -the- 
logarithms function which may be empirically 
estimated by regression analysis: 
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(7) ln Ai 1nßi0 + + ßi21nF + ßi31nS + Vi 

where refers to the natural logarithm of the 
appropriate variable, and is the natural 
logarithm of Ui. 

This logarithmic model has theoretical 
appeal because it takes into account diminishing 
returns to the resources, that is, the intensity 
of an educational service, provided by a parent 
or the school, may be instrumental in determining 
its marginal contribution to scholastic achieve- 
ment. This model also allows for some interaction 
among the independent variables in determining 
school outcomes and the degree of substitution 
among the determinants is restricted by technolog- 
ical and structural considerations. In the linear 
model the degree of substitution among those who 
provide educational services is virtually unlimit- 
ed. 

The alternative formulations of the learning 
model that appears in equations (5) and (7) are 
theoretically consistent with the hypothesis 
stated above. Both take into account the previous 
educational experiences of the student and build 
a scholastic record upon these prior investments. 
Each formulation of the model has its specific 
theoretical interpretation, and the statistical 
analyses of the two equations may indicate what 
model best explains the hypothesis. 

This paper utilizes the information from the 
Equality of Educational Opportunity Survey to 
identify the home characteristics of students and 
to associate these with the results of achievement 
tests given to the students. This survey of the 
Nation's public elementary and secondary schools 
was conducted in the Fall of 1965 by the U.S. 
Office of Education, at the direction of Congress. 
The survey entailed the testing and surveying of 
about 650,000 students in some 4,000 public 
schools throughout the country in grades 1, 3, 6, 

9, and 12. In the analysis that follows, grade 3 
is omitted because the results of the achievement 
test of that grade have been thrown into a ques- 
tionable light. The survey sample consisted of a 
5 percent sample of schools and the information 
was comprehensive in that factual information was 
collected on the students' home background, such 
as education and occupation of parents. 

The educational attainment of parents was 
listed in eight categories ranging from zero -to- 
seven- years -of- education to five -plus- years -of- 
college. It is possible to infer earning ;from the 
Coleman data on parent's educational attainment 
and the 1960 U.S. Census of Population data on 
earnings by age and educational attainment of men 
and women. 

The school outcome variable used in the 
analysis is verbal achievement,9 and the learning 
model is statistically estimated for grades 1, 6, 

9, and 12, white and nonwhite students separately. 



TABLE 3 

Linear Education Model, Student Verbal Achievement 
As A Function Of The Educational Services 

Of Parents And School Resources: Grade 1,6,9, 
And 12, White and Nonwhite Regressions 

Ai 
+ ai1M + a12F + + Ui 

Grade Level, Regression Coefficients (t- statistics in parentheses) 
White and Mother's Father's School R2 
Nonwhite Educational Educational Resources Constant 

Services Services 

Grade 1 .0003 .0019 16.0606 .058 .888 

(White) (153.70) (147.90) 
Grade 1 .0003 .0033 14.2593 .075 .875 
(Nonwhite) (100.24) (153.14) 

Grade 6 .0005 .0023 .0335 -38.7431 .087 .792 
(White) (144.62) (141.67) (63.01) 

Grade 6 .0002 .0017 .0168 -10.8825 .246 .499 
(Nonwhite) (30.95) (37.68) (74.55) 

Grade 9 .0007 .0026 .0048 3.5223 .043 .914 
(White) (362.66) (354.88) (21.77) 

Grade 9 .0005 .0022 .0033 4.0680 .094 .785 

(Nonwhite) (138.96) (116.57) (42.05) 
Grade 12 .0006 .0018 -.0020 33.4004 .055 .902 
(White) (339.77) (333.77) (- 13.20) 

Grade 12 .0005 .0018 .0015 9.1227 .095 .791 
(Nonwhite) (150.02) (103.35) (20.56) 

Notation: 
R2 - Coefficient of determination 

- determinant * of zero - order correlation matrix 

* This determinant is a test for the presence of multicollinearity. 
If the determinant approaches zero there is evidence of severe 
multicollinearity. Whenitis equal to unity, perfect orthogonality 
exists. 

TABLE 4 

The Marginal Rates of Substitution Among Parental Educational 
Services and School Resources for Linear Model: 

Grade 1, 6, 9, and 12, White and Nonwhite Students 

Grade Level, White 
and Nonwhite 

Marginal Rates of Substitution 

63/al 
a3/a2 

Grade 1 
Grade 1 

(White) 
(Nonwhite 

6.3 
11.0 

Grade 6 (White) 4.6 67.0 14.6 
Grade 6 (Nonwhite) 8.5 84.0 9.9i 
Grade 9 (White) 3.7 6.9 1.8 
Grade 9 (Nonwhite) 4.4 6.6 1.5 
Grade 12 (White) 3.0 -3.3 -1.1 
Grade 12 (Nonwhite) 3.6 3.0 .8 

Notation: 
a2 /al - Marginal rate of substitution (linear model) 

between fathers' and mothers' contributed 
educational services 

a 
3 
/a 

1 
- Marginal rate of substitution between school resources 

and mothers' educational services 

a3 /a2 - Marginal rate of substitution between school resources 
and fathers' educational services 
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The Empirical Results 

The results of the empirical estimation10of 

the linear model are presented in Table 3. The 

regression coefficients and coefficients of deter- 

mination are presented there for four grades and 
for whites and nonwhites. The amount of variation 
explained by the educational services of parents 
and school resources is substantial, generally 
falling within the 80 to 90 percent range. The 

stability over grades and races of the parental 
coefficients should be noted, whereas the influ- 

ence of school resources over the grades is less 
stable. The impact of the school upon achieve- 
ment appears to be the greatest at grade 6, for 

both whites and nonwhites, and it diminishes at 

grade 9 and again at grade 12, where it actually 
has a negative influence upon the verbal achieve- 
ment of white students. This negative coeffi- 
cient is most likely a statistical artifact caused 

by the multicollinearity among the independent 

variables. 

The linear relationship in equation (5) im- 

plies a constant marginal product of parental and 

school investments regardless of the intensity 
of these services. The absolute magnitude of the 

marginal product may not be a valid analytical 
concept in this context because the achievement 
measure is not a cardinal one, there being no 
well- defined unit of measurement of achievement. 
The marginal rate of substitution among alter- 
native educational investments may provide us 
with useful information of parental and school 
services. The marginal rate of substitution is 

an indication of the efficiency of one set of 
educational resources relative to another. 

The marginal rate of substitution among in- 
vestments is the ratio of the marginal product 
of one investment to the marginal product of 
another. In our linear model, as specified in 

equation (5), the marginal rate of substitution 
between the school and the mother is defined as: 

SAi /SSi i3 
(8) - - 

il 

This ratio indicates the marginal contribution of 
school investments relative to the mother's con- 
tributed educational services. This ratio for 
each grade level and the ratios for the father 

to the mother and for the school to the father 

are presented in Table 4. 

a2 /01, the marginal rate of substitution 
between the contributed educational services of 
the father and the mother, is greater than 3 at 

each grade level, for the white and nonwhite 
alike. The magnitude of the ratio, however, is 

much different between the grades. The ratio is 

high for the first and sixth grade nonwhite stud- 

ents. This indicates the substantial amount of 
influence the presence of the nonwhite male in 

the home seems to have. 
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The ratio a3 /a1 shows a diminishing influ- 
ence of school investments relative to the mothers 
contribution over the educational life of the 
student. The a3 /al ratio shows the marginal con- 
tribution of schools to be much greater than that 
of the mother. The marginal rate of substitution 
between the school and the father is near unity 
for the ninth and twelfth grades. 

If the linear model is a good predictor of 
achievement, then we do glean some insights into 
the relative efficiencies of the parental and 
school investments. The father and the school are 
relatively more productive than the mother in con- 
tributing educational services. On the other hand, 
the mother's contributed educational services may 
be over -extended; thus, her relatively small in- 
fluence upon achievement. If the mother is over- 
extended, one must find a way of making her activ- 
ity more effective in the years she provides edu- 
cational services. 

The linear formulation of the model does not 
address'itself to the investment intensity problem, 
In fact, it is this aspect of the linear model 
that suggests a more refined formulation of the 
model in which intensities do play a role. Fur- 
thermore, a linear model, with its implicit as- 
sumption of infinite substitution among the in- 
vestment alternatives, is based on very tenuous 
grounds. This has an unrealistic policy impli- 
cation of choosing the investment alternative that 
has the largest marginal product and channelling 
all funds to that particular investment. Such a 
strategy is neither theoretically satisfying nor 
practical within the current home- school structure 
of our society. 

The results of the logarithmic formulation of 
the achievement model are presented in Table 5. 
On all counts with the single exception of grade 
6, nonwhite students, this model has a better 
statistical fit as measured by higher R2's. The 
coefficient of determination is but one criteria 
for judging the goodness -of -fit of these alter- 
native models. There is reason to believe that 
increases in investments will yield different 
changes in the achievement depending on their tim- 
ing. It may be relatively easy to move forward on 
the lower range of the scale, even assuming that 

there are no measurement errors in the output 
variable. Whereas, at higher levels on that scale, 
movements induced by increased investments may be 
hard to come by. More importantly, the logarith- 
mic formulation of the model specifies that invest- 
ment intensities are influential in determining 
the marginal products of these alternative edu- 
cation investments of parents and school. 

Again, because of the uncertain nature of the 
measurement characteristics of the dependent vari- 
able, the size of the marginal product of an in- 
vestment must be interpreted with care; yet the 
ratio of the marginal products of two investments 
is still a valid analytical concept. From equation 
(7) it is possible to derive ratios of marginal 
products: 



TABLE 5 

Nonlinear Education Model, Student Verbal Achievement As A Function of the 
Educational Services of Parents and School Resources: Grade 1, 

6, 9, and.12, White and Nonwhite Regressions 

1nßi0 + + 0131nS + Vi 

Grade Level, Regression Coefficients (t- statistics in parentheses) 
White and Mother's Father's School R2 
Nonwhite Educational Educational Resources Constant 

Services Services 
Grade 1 .0761 .0781 1.7808 .026 .950 
(White) (256.39) (205.67) 

Grade 1 .0652 .0801 1.8112 .055 .898 

(Nonwhite) (129.29) (136.28) 
Grade 6 .1254 .1370 1.2929 -8.3796 .046 .878 

(White) (232.31) (174.75) (53.39) 
Grade 6 .0624 .0787 1.1256 -6.4015 .208 .460 
(Nonwhite) (37.42) (29.26) (53.47) 

Grade 9 .1989 .2289 .1238 -1.1169 .026 .942 

(White) (468.89) (407.19) (6.73) 
Grade 9 .1850 .1721 -.0914 .9012 .062 .805 

(Nonwhite) (180.27) (112.57) ( -7.67) 

Grade 12 .1639 .1930 -.7056 6.4826 .043 .918 

(White) (387.84) (355.78) (- 38.24) 
Grade 12 .2036 .1875 -.3634 2.9977 .065 .797 
(Nonwhite) (170.34) (106.52) (- 25.23) 

Notation: 
R2 Coefficient of determination 

- determinant of zero - order correlation 
matrix 

TABLE 6 

The Marginal Rates of Substitution Among Parental Educational 
Services and School Resources For Logarithmic Model: 
Grades 1, 6, 9, and 12, White and Nonwhite Students 

Grade Level, White 
and Nonwhite 

Marginal Rates of Substitution 
ß2M /ß1F 03M /01S ß2F /ß2S 

Grade 1 
Grade 1 

(White) 

(Nonwhite) 

5.7 

6.7 

Grade 6 (White) 3.6 36.9 10.2 
Grade 6 (Nonwhite) 4.5 40.4 9.1 
Grade 9 (White) 3.2 1.6 .5 

Grade 9 (Nonwhite) 2.8 -.8 -.3 
Grade 12 (White) 2.97 -8.9 -3.0 
Grade 12 (Nonwhite) 2,5 -2.3 -.9 

Notation: 

02M /01F - Marginal rate of substitution 
(logarithmic model) between father's 
and mother's educational services 

ß3M /ß1S - Marginal rate of substitution between 
school resources and mother's educational 
services 

F/ß S - Marginal rate of substitution between 
3 2 

school resources and father's educational 
services 
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(9) 

(10) 
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/ 
ß1iSi 

and 

dAi/ 
ßi2Mi 

/ 
i 

Table 6 presents these ratios derived from the 
logarithmic model where the values of the indepen- 
dent variables are mean values. 

The marginal rates of substitution in Table 6 
are substantially lower than the marginal rates 

derived from the linear model, except for the 

cases where the school coefficient is negative. 
This is a strong indication of the model specifi- 
cation bias when a linear form is imposed upon a 

non -linear system. This result is another piece 
of evidence favoring the non -linear model because 
it is an indication that factor intensities are 

prevalent. The better fit plus the uniformly 
smaller marginal rates of substitutions represent 
strong evidence in favor of the non -linear model. 

The marginal rates of substitution for the 
non -linear model have the same characteristics 
as the rates derived from the linear model. The 
father's contributed educational services are re- 
latively more efficient than the mother's, al- 
though this relative efficiency diminishes over 
the educational life of the student. School re- 
sources appear to be more efficient than the 
mother's contributed services. For grade 6, the 

school is relatively more efficient than the ser- 
vices of fathers, and this is reversed for the 
white students at grade 9. 

CONCLUSIONS AND POLICY IMPLICATIONS 

This paper presented a new model of scholas- 
tic achievement that postulated a theory of learn- 
ing in which the output of schools, student 
achievement, depended upon past as well as current 
educational investments which include the con- 
tributed educational services of parents and for- 
mal education investments. The model was empiri- 
cally estimated and the results were highly sig- 
nificant in terms of high R2's and regression co- 
efficients. The achievement model was tested 
statistically in two mathematical forms, and the 
non -linear model produced the "best" fit. The 
empirical results show that the parental invest- 
ments, as determined by the opportunity costs of 
the parents' time, are highly significant deter- 
minants of scholastic achievement. 

This new approach of the determination of 
scholastic achievement presents an analytical tool 
to investigate the trade -off between school and 
parental investments. Such a trade -off is the 
foundation of compensatory education, for it gives 
an indication of the amount of school resources 
required to elevate a culturally deprived child 
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to an achievement level comparable to the nation- 
al norm. 

It is worth noting that in grade 9, if the 
mean values of the contributed educational ser- 
vices of parents and school resources of white 
students are put in the nonwhite model, 55.8 per- 
cent of the gap between white and nonwhite verbal 
achievement is eliminated. This is another indi- 
cation that the potential contribution to edu- 
cational achievement of the improvement in the 
economic status of a student's family should not 
be overlooked by policy makers. 

This paper points out that the concept of 
"equality of educational opportunity" that is 
currently in vogue is in need of close scrutiny. 
If it means the quality of current educational 
expenditures per student, the goal may be achieved 
simply by designing allocation formulas to ensure 
such equality. If, however, "equality of edu- 
cational opportunity" refers to equal access to 
scholastic achievement, the costs of the compen- 
satory education necessary to facilitate such 
equality are substantial. The "Great American 
Dream "'does not come cheaply. 
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APPENDIX A 

Allocation of Mother's Household Time 

The allocation of the time used by the house- 
wife is divided among six basic homemaking activi- 
ties: (1) meal preparation, (2) dishwashing, (3) 

house care, (4) washing, (5) ironing, and (6) the 
physical care of the children and other family 
members. A General Electric Surveyllindicates 
that a nonworking wife with children under six 
years old spent 1,135.16 hours per year in the 
physical care of children. These 21.8 hours per 
week compares to three hours per week spent on 
physical care of children by the housewife of a 
family with children between six and eighteen 
years. Estimates of the weekly time spent in 
homemaking by full -time homemakers vary between 50 
and 52 hours per week.12 Therefore, in a 50- 
hour work week of mothers, 43 percent of her time 
is devoted to the physical care of children. 

This estimate of the percent of time devoted 
by the housewife to the physical care of children 
may, in fact, understate the value of the educa- 
tional services provided by the mother. Manual 
tasks such as meal preparation may, in fact, pre- 
sent situations in which joint production may take 
place. While preparing meals, it is possible to 
maintain communication with children and also to 
present stimulus- response situations by demonstrat- 
ing techniques to the pre -schooler. Examples of 
such joint production are too numerous to mention, 
and they do indicate that our estimate of the per- 
cent of the household work time of the mother may, 
in fact, be understated. We will not enter upon 
the delicate operation of separating such joint 
production and we will, therefore, content our- 
selves with the conservative estimate derived 
above. 

APPENDIX B 

Children in the Family and Child Spacing 

The a's, b's, and c's are parameters appro- 
priately defined as "the effective proportion of 
time devoted to the individual child." For the 
first three years of the child's preschool period, 
at is assumed to be the entire 43 percent of the 
mother's time. This assumption is based upon the 
vital statistics concerning the spacing of child- 
ren where the average spacing between the first 
and second child is two and one -half years. The 
median intervals between births are given in Table 
B -1. 

TABLE B -1 
Median Interval Between Births by Color: 1959* 

White 
Median interval from- - 

First marriage of mother to 

birth of first child 
Birth of first child to birth 
of second child 

Interval 
(1955 -59) 

16.2 

28.2 
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Nonwhite 

Median interval from- - 
First marriage of mother to 
birth of first child 
Birth of first child to birth 
of second child 

11.9 

23.4 

*Statistical Abstract of the United States: 1966, 
p. 52. 

For the remaining preschool years, it is as- 
sumed that the mother devotes percent of her 
time to the child. 

b 
t 
coefficient reflects the combination of 

two fators that limit the amount of time the 
mother devotes to a particular child. First, once 
the child is in school, the amount of physical 
care by the mother is reduced to three hours per 
week for all the children (see Appendix A); and 
second, the mother divides her three hours among 
her children. The average number of children by 
the educational attainment of the mother is given 
in Table B -2. bt is therefore determined by the 
two factors mentioned above for mothers with vari- 
ous levels of educational attainment. 

TABLE B -2 

Number of Children Ever Born Per 1,000 Women Ever 
Married, by Years of School Completed, 1960 ** 

Years of school completed: 
Elementary: Leas than 8 years 3,091 

8 years 2,637 

High School: 1 to 3 years 2,470 
4 years 2,074 

College: 1 to 3 years 1,965 
4 years or more 1,704 

* *Statistical Abstract of the United States: 1966, 

P. 51. 

In calculating the "opportunity cost" of the 
father's educational services, it is assumed that 
the father devotes one -twentieth of his time to 
the educational activities of his children and he 
spreads this time among his children. Therefore, 

ct is determined by this time element and the num- 
ber of children according to the level of his edu- 
cational attainment. 

APPENDIX C 

Empirical Estimation Technique and Derivation of 
School Resource Index 

The basic data used for testing the achieve- 
ment model are derived from two sources, the Equal- 
ity of Educational Opportunity Survey and 1960 Cen- 
sus of Population The EEOS data provide us with 
verbal achievement scores and the educational at- 
tainment of mother and father. The eight years -of- 
school- completed categories for parents ranged from 
0 -7 years to 5+ years of college, and these were 



translated into income figures with the 1960 Cen- 

sus data relating educational attainment to income 
The eight categories of educational attainment for 

each parent provides us with 64 cells in which all 
students were categorized; and the mean achieve- 
ment and frequency was computed for each cell. 

This was the empirical foundation of the weighted 
multiple regressions that were performed for grades 
1, 6, 9, and 12, white and nonwhite separate. 

Accumulated school expenditures per student are 
weighed 1960 current expenditures per student14 
derived from State data on expenditures and weight- 

ed across States by the number of men or women of 
a given level of educational attainment. Alth 

school expenditures do vary drastically within any 
given State, enough differences do exist among 
States so that the variation is adequate to give 
the variable meaning and to portray differences 
that exist in expenditures per pupil. 

TABLE C -1 

Means, Standard Deviations, and Number of Obser- 
vations of Variablesa in Linear Model: By Grade 
Level and Race 

Mean 
Standard 
Deviation 

Number of 
Observa- 

tions 

Grade 1 (White) 18,861 
Verbal Achievement 19.17 1.07 
Mother 4991.46 2032.44 
Father 933.22 286.79 

Grade 1 (Nonwhite) 12,453 
Verbal Achievement 16.41 .96 

Mother 2507.78 1471.45 
Father 443.99 178.80 
Grade 6 (White) 40,738 
Verbal Achievement 36.80 3.72 
Mother 7751.83 3070.00 
Father 2268.03 736.65 
School 1982.90 19.55 

Grade 6 (Nonwhite) 21,034 

Verbal Achievement 23.71 3.31 
Mother 4901.34 3070.21 
Father 1283.87 503.59 

School 1871.14 86.95 

Grade 9 (White) 65,376 

Verbal Achievement 33.73 4.91 

Mother 8957.17 3407.64 
Father 3136.80 1045.66 
School 3228.08 29.49 

Grade 9 (Nonwhite) 28,958 

Verbal Achievement 20.71 3.16 
Mother 5561.27 3092.21 
Father 1800.53 660.62 
School 3059.01 137.07 

Grade 12 (White) 57,944 

Verbal Achievement 37.30 4.54 
Mother 10727.66 4118.90 
Father 4181.73 1438.98 

School 4772.35 42.67 

Grade 12 (Nonwhite) 22,821 

Verbal Achievement 23.60 3.77 

Mother 6626.70 3718.65 
Father 2346.75 906.67 
School 4506.88 202.70 

aVariables include verbal achievement of student, 
parental contributed educational services, and 
school resources. 
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A MODEL FOR OPTIMIZING EXPERIMENTAL DESIGNS FOR ESTIMATING RESPONSE SURFACES 

John Conlisk, University of California, San Diego 
Harold Watts, University of Wisconsin 

I. INTRODUCTION 

Among many problems and challenges coming 
from the Graduated Work Incentive Experiment, 
one in particular has provided an opportunity 
for the authors, as econometricians, to round 
out their statistical education; and, perhaps, 
to make a contribution to the literature on 
experimental design. The problem we faced is 
a familiar economic one --how to get the most 
of some desirable output from limited inputs of 
financial and other resources, while observing 
various additional constraints. 

For the graduated Work Incentive Experiment, 
the desirable output was precision in estimating 
the effects of alternative income maintenance 
policies. The principal scarce input was money; 
but, because of earlier choices regarding the 
scale and structure of the experiment, the num- 
ber of families included in the experiment was 
also treated as a scarce input. Among the 
additional constraints on the problem were 
bounds on the guarantee levels, marginal tax 
rates, and pre- experiment income levels of the 
families in the experiment. It was also decided 
that an index of policy- makers' interest in 
alternative income maintenance policies should 
affect the design. These factors, together with 
specifications of an appropriate behavioral 
response function, have been fitted into a trac- 
table mathematical model from which optimal 
allocation of the scarce experimental funds and 
families can be derived. 

The model itself is not specific to the 
Graduated Work Incentive Experiment; rather it 
may be viewed as a general experimental design 
model for regression analysis. The model is both 
operational and quite flexible. It is opera- 
tional in the sense that it reduces to a problem 
of minimizing a convex non -linear objective func- 
tion subject to a set of linear constraints, a 
problem for which efficient computer solutions 
are available. The model is flexible in the 
sense that it can handle problems of arbitrary 
size, arbitrary regions of observation, alterna- 
tive response functional forms, multiple response 
functions, varying experimental objectives, 
unequal costs per observation, unequal error 
variances, multiple constraints on the design, 
and other variations. 

Section II sets out the mathematical bare 
bones of the model. Section III discusses the 
application of its various components to the 

Graduated Work Incentive Experiment. 

II. THE MATHEMATICAL MODEL 

Suppose an N- observation sample must be 
designed for estimting a response function 

(1) Yr + r 1,...,N 

where the context is as follows. The zij are 
design variables; they are subject to experimen- 
tal control either by stratification (as when 
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families of given income level are chosen in a 

tax experiment) or by direct control (as when 
payment levels are set in such an experiment). 
The are the observable responses; and the er 
are (at least partially) unobservable random 
errors. The cost of a given observation may vary 
with the levels of (zrl,...,zrk) for that obser- 
vation; and there is a maximum budget C that can 
be spent. Observations are restricted to a given 
region in the k- dimensional design space of the 
design variables. Finally, the function f is 
linear in parameters, and tractable assumptions 
for the er are allowed; so (1) is a standard 
regression equation. 

A. The Basic Model 

The building blocks of the basic model are 
1) the regression model, 2) the admissable 
regressor rows, 3) the objective function, and 4) 

the budget constraint. 

1. The regression model for equation (1) 

is 

y = Xß+e 
(2) E(e) = V(e) = 

b = (X'X)-1X'y V(b) a2(X,X)-1 

where y is the dependent variable vector, X the 
regressor variable matrix, e the error vector, 
the coefficient vector, b the least squares 
estimate of ß, and V(.) the variance matrix opera- 
tor. It is assumed that X is of full column rank. 

The regressor matrix X depends, row for row, on 
the design matrix Z [zij], but is not in gen- 

eral the same. For instance, with k 2, it 

might be that (xrl, xr2, xr3) 
= (1, zrl, log(zrl/zr2)) 

2. The admissable regressor rows may be 
introduced as follows. The design problem is to 

choose Z, and thus X, in some optimal way. Each 
row of Z represents an observation on the design 
variables. Complete freedom in choosing rows is 
not allowed. Instead, it will be assumed that 
there are a fixed number of admissable rows, each 
of which may be represented a number of times in 
Z. Corresponding to each admissable row for Z is 
an admissable row for X. Let m be the number of 
such admissable rows for X, xi be the ith of them, 
and ni be the number of times xi is represented 
in X. Then X is composed of nl rows like xl, n2 

rows like x2, and so on. The total sample size N 
and the regressor cross product matrix X'X are 
given by 

(3) N ni . 

So the design problem of choosing Z, and thus X, 
is simplified to the problem of choosing the m 
non -negative integers n1,...,n.., given a set of 
admissable rows. The admissable rows for the 
design matrix Z represent points in the design 



space, called design points. The experimenter 
chooses these design points so as to give the 
relevant region of the design space adequate 
coverage. For X to be of full rank, the xi, 

when stacked into an m -row matrix, must be of 
full rank (and, as discussed below, an appropri- 
ate number of the must be positive). 

3. An objective function to optimize in 
choosing the ni is required. Suppose the exper- 
imenter's goal is accurate estimation of a vector 
Pa of linear combinations of the elements of ß. 

The best linear unbiased estimate of Pß is Pb. 
It is assumed that the experimenter wishes to 
minimize a weighted sum of the variances of the 
elements of Pb. This objective function may be 
written tr[WV(Pb)], where tr(.) is the trace 
operator and W is a diagonal weight matrix whose 
diagonal elements indicate the policy importances 
to the experimenter of the elements of P. Sub- 
stituting from 2) and (3) and multiplying by 
the constant gives the objective function as 
used, call it 0. Letting D P'WP, 

4(n1,...,nm) = 2tr[WV(Pb)] 

2tr[P'WPV(b)] 

6 2tr[P'WPv2(X'X) -1] 

tr[D(Enx'x) 

4. The bud et constraint of the basic 
design model is < C, where ci is the 
cost of one observation at the ith design point 
(that is, with regressor row xi) and C is the 
total available budget. 

Given these building blocks, the basic 
design model may be simply stated as follows. 
With D P'WP, 

minimize 

tr[D( 

(4) 
i=1 

subject to 

< C n1 > 0, ..., nm > 0. 

Strictly speaking, this is an integer programming 
problem, since the are integers. Practically 
speaking, however, little will be lost in prac- 
tice by treating the ni as continuous in solving 
(4) and then rounding off. Economists may see 
the design problem (4) as analogous to a utility - 
maximization problem from consumer choice theory, 
where tcorresponds to an inverse measure of 
utility, the ni to amounts of m goods, the ci to 
prices, and C to available income. 

Summarizing then, the basic design model for 
regression analysis requires the experimenter to 
specify 1) a regression model, 2) a set of design 

points and the corresponding regressor rows xi, 
3) two objective function matrices P and W, and 
4) the costs ci and budget C. Then he must solve 
the programming problem (4). 
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B. Further Discussion of the Model 

1. Consider the derivatives and convexity 
of 0 = 4(n1,...,nm). Let 

S = 
(EN lnixfxi) -1. 

Then 

Wani atr(DS)/ani tr(D8S/ani) 

= - tr(DSxixiS) - tr(xiSDSxi) 

= - xiSDSxi , 

(5) 

a2 /anianj - -x(3S 

= (xiSx')(xjSDSxi) + (xiSDSx')(xjSxi) 

= 2(xiSx')(xiSDSx') 

Since SDS = /2PS)'(Wl /2PS) is non - negative 
definite, then the first partials /an are non- 
positive, as expected; an increase in the sample 
can do no harm. (Note that a4 can be zero, 
since D may be of less than full rank.) The 
convexity of can be proved by showing the 
matrix of second partials to be non -negative 
definite. Letting Qtldenote Kronecker multipli- 
cation, /3nianj can be conveniently restated 

/a ni3 n 2 (xiSx')®(xiSDSx' 

= 2 (x +xi) Se(SDS) (x . 

Hence the entire matrix of second partials may be 
written 

Se1(SDS) S®(SDS) 

(6) x 

SeiSDS) 

o 
o 

This product is non -negative definite if the 

central matrix is. But the central matrix may be 

alternately written (uu'AM(SDS) where u is a 
column of ones; and (uu') (SDS) is non -negative 

definite because the Kronecker product of non - 

negative definite and positive definite matrices 

is non -negative definite. 

2. Solving the design problem (4) is 

not difficult since the Kuhn -Tuchker first order 

minimization conditions take the simple form 

(7) 

/ci = for all i with 
optimal ni > 0, 

(30 /ci > X for all i with 
optimal ni = O. 



Equations (7) say that all design points included 
positively in the optimal design have the same 
marginal effectiveness per dollar of cost, call 
it X, in reducing 0; while all design points 
excluded have lesser effectiveness. is the 

shadow price of the budget constraint; it is 
negative and equals evaluated at the 
optimum. The budget constraint will of course 
hold with equality. The first order conditions 
(7) indeed assure a global minimum since is 

convex; though the minimum may not be unique, 
since is not strictly convex. A simple 
iterative solution procedure may be based on the 
idea of letting the relative sizes of the 
(84 /ani) /ci determine how the ni shift up and 
down from iteration to iteration. 

3. Four useful scale properties of the 
model may be stated. Noting first that the 
objective func.tt, is homogeneous of degree 
minus one in the ni, consider the relations 

m 
(8) N = C/ 

1=1 

= (1/C)( aici)tr[D( aixixi)-1]. 

i=1 

The first of these defines the fractions a 
which give the proportional allocation of ithe 
total sample N over the design points. The 
second uses the first to rewrite the budget con- 
straint (with equality holding). The third uses 
the first two to rewrite the objective function. 
The scale properties are: First, for a given 
proportional allocation (al,...,am), a change in 
C will cause an equiproportionate change in 0. 
Second, for given ai, an equiproportionate change 
in all the ci will result in the same proportion- 
ate change in 0, and the same inversely propor- 
tionate changes in N and the ni. Third, for 
given ai, equiproportionate changes in C and all 
the ci will leave 0, N, and the ni unchanged. 
Fourth, the optimal ai are independent of the 
value of C. 

4. In constructing the P- matrix, there are 
many sensible choices the experimenter might make. 
Two rather neutral examples are 

The first choice would imply that the experi- 
menter was interested in estimating the elements 
of Pß = ß themselves. The second choice would 
imply that he was interested in estimating the 
heights of the response function over the m 
design points. In making the choice, no firm 
constraint need be put on the number of rows in 
P, though several things about this may be noted. 
If P is not of full row rank, then it may always 
be condensed row -wise until it is of full row 
rank; so P need never have more rows than columns. 
That is, a Po with full row rank and a corre- 
sponding Wo may always be found such that 

(9) P = I and P = 
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P'WP = = D in (4), regardless of the rank 
or the number of rows in P. If the condensed 
matrix Po has fewer rows than columns, there can 
be trouble. For example, suppose the one -row P- 
matrix P = Po = x1. Choice of this P would imply 
that the experimenter was solely interested in 
estimating the height Pß = of the response 
function over the first design point. In this 
case, the optimal design would be to put all 
observations at the first design point; so = N 
and n2 = = nm = O. This would mean, for an 
xi with more than one element, that the inverse 
in (4) would not exist; so the objective function 
would break down. This breakdown is not 
necessary whenever Po has fewer rows than columns; 
it may or may not happen, depending on the values 
of Po and the xi. When it does happen, it is 

essentially because the experimenter has speci- 
fied a regression form more complicated than he 
really wishes to estimate, as indicated by his 
choice of P. So the solution is to simplify the 
regression form and /or to increase the row rank 
of P. For either of P- specifications (9), of 
course, the compacted matrix Po is non -singular; 
so the breakdown will not occur. (The Po of 
this paragraph is only for discussion purposes; 
it need not be solved for in practice.) 

5. An explicit solution for a one -way 
analysis of variance model is available. Suppose 
the xi take the form 

xi = (1,0,...,0), x2 = (0,1,...,0), 

x 
m (0,0,...,1). 

Then the model is a one -way analysis of variance 
model where ßi and ni are the mean of and the 
number of observations allocated to the ith cell, 
respectively. Letting P I as in the first of 

examples (9), and letting wi be the ith diagonal 
element of W, the explicit solution to (4) for 
the optimal ni is 

(10) ni = (wi/ci)1/2C/E(wc)1/2 

i= 1,...,m. 

6. Orthogonality of the regressor matrix 
X is not an optimality condition for the design 
model of this paper; though there is a well known 
theorem in the design literature giving conditions 
under which orthogonality is optimal. It is 

useful to review this theorem and see why the 
conditions may not be met. For this discussion, 
suppose the columns of X are not functionally 
related; so orthogonality of X is at least possi- 
ble. (For example, one column of X may not 
contain square terms of another column.) Further 
suppose the elements of X are expressed as devia- 
tions from a point in the center of the region of 
interest (except possibly for a column of ones). 
Now consider three assumptions. First, all obser- 
vations cost the same amount c; so the total 
sample is fixed at N = C /c. Second, the size of 
the region of interest is determined by putting 
upper bounds aj on the mean squares of the regres- 
sor variables. (That is, for all j, suppose the 
jth diagonal element of X'X /N may not exceed aj.) 



Third, minimization of the variances of the 
elements of b is the objective. Given these 
assumptions, the following derivation due to 
Tocher (1952) applies. Letting T be an upper 
triangular matrix such that X'X = T'T, and let- 
ting a double subscript on a matrix symbol denote 
the corresponding element, then 

var(b) = a2(X'X)- = 

= a2(T 1T' 
1)2 (11) 

a (T ) 

a2 /T2 a2 

= a2 /(T'T)jj a2 > a2 /Na. . 

It may be seen that the equalities in (11) will 
hold --and thus var(bii) will achieve its lower 
bound --if and only if X'X, T'T, and T are diago- 
nal, and the (X'X /N)jj are pushed to their bounds 
aj. So optimality in terms of minimum var(bj) 
requires orthogonality of X, given the three 
assumptions listed. 

By seeing how the assumptions may not be 
met in the context of this paper, we may see how 
orthogonality may be non -optimal. First, the 
result will not hold in general if the cost of 
an observation varies with the values of the 
regressor variables. For example, if there are 
just two regressor variables (in addition 
possibly to a column of ones in X) as shown on 
Figure 1, and if the costs per observation are 
higher in the second and fourth quadrants than 
in the first and third quadrants, then the model 
will tend to set up a positive collinearity 
between the variables at the optimum. (A similar 
effect may result when further constraints (such 
as those discussed below) are added to the model.) 
Second, the result will not hold in general if 
the region of interest is determined in another 
way. The assumption above, by limiting each 
regressor variable separately, sets up a rectan- 
gular region like Ro in Figure 1; whereas the 
experimenter may in fact be faced by a region of 
interest 

regressor 1 

Figure 1 
regressor 

2 

like Rl. In the latter case, the model will tend 
to set up a negative collinearity between the two 
regressor variables. Third, the result will not 
hold in general if the experimenter's objective 
is not minimization of the var(bj) separately. 
For example, the experimenter may be more 
interested in var(bl -b2.) than var(bl) and var(b2) 
separately; this interest can easily be expressed 
by appropriate choice of P. In such a case, the 
model would tend to set a negative correlation 
between regressor variables 1 and 2. 
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C. Extensions of the Model 

The following extensions are considered 

singly, but they can easily be used in combina- 
tion. 

1. The choice of a specific regression 
functional form for the response function (1) is 

crucial to the character of the optimal design. 
For instance, if (1) were first degree polyno- 
mial, the optimal design would tend to concen- 
trate only on design points around the boundary 
of the relevant design space region. If, 

however, (1) were third degree polynomial, the 
optimal design would tend to pick up some design 
points in the interior for identifying curvature. 
Unfortunately, the experimenter seldom knows 
ahead of time what the appropriate functional 
form is. Suppose the experimenter is consid- 
ering q candidate functional forms, and suppose 
4j(nl,...,n.) for j = 1 ..... q are the corre- 

sponding objective functions. It is helpful to 
think of 4j(nl,...,nm) as a loss function where 
j indexes states of nature (functional forms) 
and (n1,...,nm) represents actions (sample 
designs). One way to investigate the sensitiv- 
ity of the model to alternate functional forms 
is then to construct a qXq loss table, where the 
q states of nature are the q functional forms, 
and the q actions are the optimal designs for 
the q functional forms taken one at a time. In 

generating a design for ultimate use, the experi- 
menter might use the Bayes strategy of minimizing 
the expected loss 

(12) G(nl,...,nm) 

where the are prior probabilities for the 
states of nature, or functional forms. Replacing 
c(nl,...,nm) by G(nl nm) in the design 
problem (4) above does not greatly complicate 
things. The sum of convex functions is convex; 
so G is convex. The derivatives (5) must be 
replaced by a 9j- weighted sums of expressions 
like (5). With appropriate minor modifications, 
all the other comments of the last section carry 
over. 

2. Non -linearity in the parameters of the 
response function (1) may be simply handled by 
replacing the function with its Taylor series 
linearization about some guessed parameter 
values. This approach has been used by Box and 
Lucas (1959). Similarly, one might view the 
vector Pß as a linear approximation to some non- 
linear vector -valued function of ß. 

3. Multiple objectives in an experiment 
may be handled by a simple extension of the model 
Suppose the experimenter wishes to estimate a set 
of response functions. (For instance, a medical 
experimenter might wish to estimate various 
physiological responses to controlled dieting.) 
Let the corresponding regression models be stated 
compactly as Y = XE + E; where Y, r, and E are 
matrices whose columns correspond to different 
regressions; and where the rows of E are inde- 
pendent with zero means and identical variance 
matrices a2U. It is known (see Goldberger (1964) 



pp. 201 -12, 246 -8) that B (X'X) -1X'Y is the 

best linear unbiased estimate of p; and that 
V(bB) = a2U®(X'X)-1, where bB is the vector 
gotten by stacking the columns of B in order from 
the first down to the last. By analogy to the 
objective function construction above, suppose 
the experimenter's estimate of interest is the 
vector PbB of linear combinations of the elements 
of bB; and suppose he wishes to minimize the 
weighted sum tr[WV(PbB)] of the variances of 
elements of PbB, where W is a diagonal weight 
matrix. The objective function, call if J, may 
then be written (with D P'WP) 

(13) J(nl,...'nm) = tr[D(U®( nixixi) -1)] . 

=1 
Replacing by J(n1,...,nm) in the 
design problem (4) does not substantively change 
the programming problem to be solved. The exper- 
imenter, in setting up the problem now has the 
one additional task of specifying a value for U. 
If u is diagonal (which seems unlikely in prac- 
tice), then the various response functions to be 
estimated are independent; and (13) can be put 
in the form of (12) with the representing 
objective functions for the separate response 
functions, and the equalling the diagonal 
elements of U. 

4. Alternative forms for the objective 
function are available, typically based on some 
function of the variance matrix V(b)= a2(X'X) 
(that is, typically based on some function of 
the "information matrix" X'X). Two convenient 
possibilities are the determinant, or "gener- 
alized variance," function IV(b)I and the trace 
function tr(V(b)) used here (neglect the weight 
matrix D momentarily). These functions are 
convenient because they are continuous, differen- 
tiable, convex, and so on. (See Kiefer (1959) 
for a discussion of these and other possibil- 
ities.) Minimizing IV(b)I may be conveniently 
rationalized by noting that, if b is normal, the 
volume of a confidence ellipsoid around b, for 
given probability of containing ß, is propor- 
tional to IV(b)I. Minimizing tr(V(b)) may be 
conveniently rationalized by noting that tr(V(b)) 
= E(b- ß)'(b -ß) (the expected value of a quadratic 
loss function) or by noting, as above, that 
tr(V(b)) is the sum of the variances of the 
regression coefficient estimates. In a sense, 
IV(b)I and tr(V(b)) are not very different 
objectives. Let 11,...,X0 be the eigenvalues of 
V(b); they must all be positive. Then it is 
known that IV(b)I and tr(V(b)) 
= +... So minimizing IV(b)I is equivalent 
to minimizing the geometric mean of a set of 
positive numbers, and minimizing tr(V(b)) is 
equivalent to minimizing the arithmetic mean of 
the same numbers. 

A determinant objective function is quite 
capable of carrying the design problems discussed 
here. However, the trace function is actually 
used because it is easier to weight. The trace 
function is a linear function of elements of V(b) 
and thus takes simple linear weights; whereas the 
determinant function is multiplicative and thus 
does not take linear weights. More specifically, 
it makes sense to replace tr(V(b)) by tr(DV(b)) 
= E(b- ß)'D(b -ß); whereas it does not make sense 
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to replace IV(b)Iby IDV(b)I. D must be square or 
IDV(b)I is not defined; and D must be non- 
singular or IDV(b)I = O. But, with D non- 
singular, IDV(b)I IDIIV(b)I; so minimizing 
IDV(b)I is the same as simply minimizing IV(b)I. 
On the other hand, if the experimenter does not 
wish to use weights, and if2computational ease is 
important, then IV(b)I = -1I 1 /Iß 2X'XI 
may be more appropriate because it does not 
involve matrix inversion. 

5. Unequal error variances in the regres- 
sion model can easily be handled. Suppose the 
error variance differs from design point to 
design point such that the error variance corre- 
sponding to the ith regressor row xi is a2vi. It 

may be shown that the objective function then 
becomes 4(n1,...,n..) = tr[D(Ei xixi) ] 
which introduces a very minor change indeed in 
the design problem (4). Of course, the experi- 
menter must specify the vi. 

6. Attrition of observations from the 

sample can arise when, for example, some families 

which initially agree to be part of a cross - 
family sample later drop out; or when, for 

example, some observations in a laboratory experi- 
ment are unusable due to experimenter error. 
Suppose the attrition fraction varies by design 
point such that the attrition fraction corre- 

sponding to the ith regressor row xi is pi. This 

can be easily handled in the design model (4) by 

replacing the ni by pins in the objective func- 

tion. If attrition also affects the costs ci, 

then they must be adjusted. For example, a 

family which drops out of a cross -family experi- 
ment may cost less than a family which stays the 
duration. If and are the costs of obser- 
vations which do and do not stay in the sample, 
respectively, then the appropriate cost to enter 
in the design model (4) is ci = (1 + uic 

7. Budget minimization subject to a 
maximum error constraint may sometimes be the 
experimenter's problem rather than error 
minimization subject to a maximum budget con- 
straint. In such a case, the problem corre- 

sponding to (4) would be 

minimize C = + + 

(14) subject to 

nm) = tr[D( nixixi)-1] 

0 0 

where is a pre -selected maximum admissable 
error. Given a solution procedure for the 

original problem (4), solution of the new problem 
(14) is easy. Note that the optimization condi- 

tions (7) apply to (14) as well as (4), and that 

these m -1 conditions determine the m -1 indepen- 
dent ai ni /N. Also, recall that the optimal 
ai = ni /N are independent of C. Then a solution 
to (4) for any value of C will yield the optimal 
ai for (14). And, given the optimal fractional 

allocation (a1,...,am) for (14), it is easy to 
find the optimal absolute allocation (nl,...,nm) 
and budget C which make 0o. 



8. Additional constraints on the design 
problem (4) may often be required. The simplest 
sort of addition would be to replace some or all 
of the zero bounds'ni > 0 by positive bounds 
ni > n? > O. For example, the experimenter may 
start with observations numbering from 

some previous round of experimentation. This 
kind of additional constraint on (4) can be 
handled with only trivial modifications to the 
simple optimization conditions (7); so the design 
problem is still computationally straight- forwazä. 
More substantive additional constraints may also 
arise. For example, a fixed experimental capac- 
ity may add a total sample constraint 
(Of course, the budget constraint may all along 
have been interpreted as a total sample con- 
straint, where cl = = = 1 and C is the 
maximum total sample. The current discussion 
refers to joint imposition of a budget and a 
total sample constraint.) Or a bureaucratic 
ruling may place a sub -budget constraint 

< Cp on the first p < m design points. 
And so on. Such substantive additional con- 
straints make the programming problem to be 
solved much more difficult. Nonetheless, if all 
the constraints are linear, efficient computer 
routines are available. Some types of non -linear 
constraints are, of course, also tractable. 

III. THE APPLICATION 

In the Graduated Work Incentive Experiment 
we are concerned with the response of family 
earnings to the changed alternatives produced by 
introduction of a negative income tax. Accord- 
ingly, we have specified as the dependent or 
response variable for a given family (the yr in 
equation (1)) the ratio of the family's actual 
earnings during the experiment to a pre - 
experiment estimate of "normal" earnings. Call- 
ing the response variable R and dropping the 
subscript: 

R 
actual earnings 

pre -experiment normal earnings 

The three independent or design variables 
specified were: 

maximum benefit 

g 
(paid when earnings are zero) 

poverty level income 

t = marginal tax rate 

= reduction in benefit per dollar earned. 

pre -experiment normal earnings 
w = 

poverty level income 

So the response function was of the form R 
= f(g,t,w) (neglecting the error term). The 
first two design variables g and t are subject to 
direct experimental control for each family in 
the sample; they are parameters of the linear 
negative tax the family is faced with. The third 
design variable w must be controlled by stratifi- 
cation; families must be screened until ones of 
desired w -level are found. 

There are assuredly more variables than g, 
t, and w which may affect the response variable 
R; although many variables which come to mind may 
operate principally through g, t, and w. For 
example, family size operates through g and w by 
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affecting poverty level income in the denominators 
of g and w. Also, family size, as well as educa- 
tion, race, age, and so on, operate through the 
normal earnings variable w. Insofar as variables 
excluded from f(g,t,w) can be randomized by care- 
ful sampling procedures, they can be lumped into 
the error term (the er of equation (1)). So the 
regression model used for sample design is a very 
abbreviated version of the model one might even- 
tually apply to the data produced by the experi- 
ment. The practical limit on the number of 
variables that can be handled in the design is 
far more stringent than the practical limit on 
the number of variables that can be measured for 
eventual analysis. Even screening enough fam- 

ilies to get the desired stratification by w -level 
turned out to be quite difficult. In summary, it 

seemed to us that w was clearly the most important 
stratification variable to control, and that once 
it was controlled there did not seem to be any 
second variable of comparable importance. 

The problem, then, was one of specifying a 
sample in the three dimensional design space of 
(g,t,w)- triplets. Sampling was restricted to a 
region within the design space which provided sub- 
stantial variation in (g,t,w), but which kept to 
(g,t,w)- combinations of actual policy interest. 
Within this region of interest, twenty seven 
design points were selected (so m 27). There 
were nine (g,t)- combinations or treatments (one 
"control" combination with g t 0 and eight 
non -zero combinations) at each of three w- levels. 
So the design problem reduced to finding optimal 
numbers ni,...,n27 of families to allocate to 
each design point. 

A crucial part of defining optimality of a 
design is specification of a regression functional 
form. In the Graduated Work Incentive Experiment, 
numerous alternative transforms and combinations 
of g, t, and w were used to provide f(g,t,w) func- 

tions which had both linearity -in- parameters and 
varying degrees of non -linear flexibility in g, t, 

and w. The functional forms used had from 6 to 
13 parameters; so a substantial degree of non - 
linearity in g, t, and w was allowed for. 

For a given regression functional form, the 
variance matrix V(b) = a2(Einixjxi)-1 of the 
parameter estimates is easily obtained for any 
specific allocation of families to design points 
(that is, any choice of ni,...,n27). The remain- 
ing problem in defining optimality of design lies 
in specifying a scalar- valued function of V(b) to 
optimize. In terms of the optimand (ni,...,nm) 
= 2tr[P'WPV(b)] introduced above, this requires 

specification of the matrices P and W. Recall 
that Pß is the assumed vector of magnitudes-to-be - 
predicted and thus Pb is the estimate of interest. 

In the Graduated Work Incentive Experiment, 
the assumed objective was taken to be estimation 
of the incremental treasury cost of a linear 
negative tax due to induced reduction of work 
effort and earnings --that is, the difference 
between the cost assuming zero work reduction and 
the cost given the actual work reduction. (The 

possibility of negative work reduction --work 
increase --is fully allowed for.) The cost 
referred to is the cost for the entire country of 

a national negative tax. Given an estimate of the 
response function parameters, the work response 
and thus the desired incremental cost can be 



estimated for any individual family. By summing 
over all families, the national cost can be esti- 
mated. Such a cost estimate depends on the 
specific negative tax parameters g and t assumed 
as well as on the parameter estimate b; so the 

cost might be denoted H(g,t,b). (The variable w 
has "integrated out" in the summation.) With a 
few approximative tricks, this estimate can be 
expressed as a linear function of b, call it 
h(g,t)b where h(g,t) is a row vector depending 
on g and t. The rows of P were set equal to the 
values of h(g,t) for various policy -relevant 
combinations of g and t. So the elements of the 
vector Pb are estimated incremental treasury 
costs due to induced earnings response for 
various (g,t)- combinations. A policy- importance 
weight was specified for each (g,t)- combination, 
and thus each element of Pb; these weights were 
arrayed in the diagonal matrix W. This completed 
the specification of the objective function 

a- 2tr[P'WPV(b)]. 
This objective function is to be minimized 

by appropriate allocation of families to the 27 
design points --that is, by appropriate choice of 
nl,...,n27. But this allocation was constrained 
by several further considerations. The principal 
constraint was the budget constraint Eicini < C. 
The costs ci were composed of administrative 
costs, which are relatively constant over design 
points (costs of screening families, adminis- 
tering questionnaires, mailing checks, and so on), 
and of negative tax payment costs, which vary 
widely over design points. A curious feature of 
this experiment is that the cost of payments to 
families is both an ingredient of the design 
problem and in essence what the experiment is 
designed to estimate. Nevertheless, we have some 
well- founded notions about the relative sizes of 
these costs, which do not vary widely even when 
assumed earnings response patterns do vary widely. 

In addition to the budget constraint, there 
were sample size constraints, both on the total 
sample and on sub -samples for various w- levels. 
There was also a constraint on the fraction of 
the budget that could be allocated to a particu- 
lar high- benefit (g,t)- combination. Finally, 
most of the design points had positive rather 
than zero lower bounds (ni > ni > 0) since a sub- 
group of families had been allocated to the 
design points prior to the use of the optimiza- 
tion model. 

Allowance was also made for attrition from 
the sample of families at low payment design 
points, and for higher error variances of fami- 
lies at high payment design points. 

These specifications combine to make up a 
programming problem involving 27 variables, a non- 
linear objective function, and typically five 
substantive linear constraints in addition to the 
27 lower bound constraints. A computer routine 
due to Kreuser (1968) solved this problem in 
about 10 to 15 minutes on a Burroughs 5500. Of 
course, the problem was solved many times over as 
specifications were polished and sensitivities to 
changed specifications were tested. In addition 
to solutions for this problem, a small number of 
solutions were generated for a larger problem. A 
distinction was made between two locations at 
which families were being sampled; so there were 
27 design points for each of two locations, or 
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54 design points and corresponding ni altogether. 
The number of constraints and the number of terms 
in the regression function were also increased 
for this enlarged problem. This raised the 
solution time on the Burroughs 5500 to the neigh- 
borhood of 45 minutes. 

The final solution of the Graduated Work 
Incentive design had the following noteworthy 
characteristics. (i) The optimal allocation of 
experimental families produces a decidedly non - 
orthogonal design. (ii) Several of the design 
points were allocated no observations or the 
minimum possible observations (given the positive 
lower bounds). (iii) The majority of the budget 
was allocated to a few high -payment design points; 
and the majority of the total sample was allocated 
to low- payment design points. (iv) The optimal 
designs generated by the model were substantially 
more efficient than various intuitive designs 
discussed before the optimization model was used. 
(Since the objective function is a variance 
magnitude, the relative efficiency of two designs 
can be measured in the usual sense by taking the 
ratio of their 0- values.) 

Summing up our experience with the model 
in this, its first, application, we have found it 
very useful for incorporating explicitly a great 
many considerations which affect an experimental 
sample allocation. Indeed, it is difficult to 

see how these matters could be properly reflected 
by any less formal (or rule of thumb) procedure. 
The basic model will be used in the design of 
several upcoming social experiments, and its 
generality is such that it can be adapted to many 
experimental situations which are characterized 
by several dimensions of experimental control, 
and where continuity of response suggests some 
form of estimated regression surface. 
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A NEGATIVE TAX EXPERIMENT FOR RURAL AREAS* 

D. Lea Bawden, University of Wisconsin 

Increasing concern about the exclusivity, 
inequity, and inadequacy of the present welfare 

structure has stimulated a search for alterna- 
tive income maintenance schemes to augment or 
replace current public assistance programs. One 

of these alternatives is the negative income tax. 

An unique social experiment financed by the 
Office of Economic Opportunity is now under way 
in New Jersey to test the workability and con- 
sequences of this program for families residing 
in urban areas. This paper reports the plane 
for a second experiment, the purpose of which is 
to measure the effects of alternative negative 
income tax (NIT) programs upon rural people. 

The paper will be organized as follows: 
(1) rationale for experimentation, (2) rationale 
for an additional experiment in the rural sector, 
(3) a discussion of the objectives and design 
of the planned rural experiment, and (4) some 
comments on social experimentation. 

Rationale for Experimentation 

The desirability of adopting a nationwide 
negative income tax depends, among other things, 
upon: (1) the cost of the program and (2) its 
effect upon the behavior and attitudes of the 
poor. While some answers can be provided from 
our existing state of knowledge about these 
issues, others cannot. 

Taking the current income distribution, the 
cost of any specific negative income tax plan 
can be quickly calculated, assuming no change 
in earned income of the recipients. Unfortunate- 
ly there is little evidence to support or refute 
the assumption that individuals would not alter 
their work habits and, consequently, their 
earnings if a negative income tax were intro- 
duced. In fact, this issue is basic to the 
arguments advanced by opponents of the negative 
tax that the poor are by nature shiftless 
and if guaranteed a minimum income, regardless 
of the negative tax imposed, a good many of them 
would prefer to accept that guarantee in lieu 
of working. Obviously some evidence exits to 
allay the fears of the most pessimistic. But 
there is little evidence concerning just how 
much work disincentive, if any, various NIT 
alternatives would induce. Obviously, the more 
work disincentive, the greater the program cost 
since about half the money income presently re- 
ceived by the poor is earned from labor. Ex- 
perimentation seems desirable in order to 
gather more information with respect to this 
issue. 

The cost of any negative income tax program 
must be balanced against the benefits, and 
these benefits will be mostly in terms of 
changes in the attitudes and behavior of the 
poor upon receiving transfer payments. Judg- 
ments can be made about some behavioral changes 

157 

by studying the (unassisted) near -poor. An 

example might be expenditure patterns. However, 

the poor are considered by many, and perhaps 

rightly so, to be different from the near -poor -- 

they are poor because they are different or 

they are different because they are poor. In 

either case one would expect their behavior 

after being elevated above the poverty line to 

be different from those who, unaided, have been 

able to avoid poverty. A good example of this 
is work behavior. Some believe that the poor 

are that way because they are lazy; others be- 

lieve that the poor have less inclination to 

work because of past failures to find or hold 

jobs. On the other hand, many would consider 

the near -poor to be reasonably industrious, for 

to have evaded poverty they must be holding 

part -time or full -time jobs. Another example 

is the behavior of children of the poor -- they 

may well react differently after receiving trans- 

fer payments than those who come from near -poor 

families. 

Evidence is also lacking on the effect of 

the negative income tax on other behavioral and 

attitudinal characteristics of the poor. An 
experiment simulating one or more negative tax 

programs would provide substantial information 

about many of these issues. For this reason, 

the Office of Economic Opportunity is now con- 

ducting a negative income tax,experiment among 

urban families in New Jersey.' 

Reasons for a Rural NIT Experiment 

The New Jersey experiment is expected to 

yield a great deal of information about the 

effect of various negative tax plans on attitu- 
dinal and behavioral characteristics of urban 

wage earners. There is reason to believe, 
however, that these results may not be directly 

applicable to the rural sector, in which one - 
third of the nation's poor resides. One ex- 

pected difference between rural and urban resi- 
dents is in their work response to such a pro- 
gram -- because of differences in alternative 
employment opportunities and in"the proportion 

of self -employed people. An accurate estimate 
of the magnitude of disincentive, both rural 
and urban, is crucial to estimating the cost 
of a nationwide program. 

A negative income tax is also expected to 
have a substantial effect on the rate and com- 
position of migration, both intra- and inter - 
community. Net migration out of rural areas is 
expected to exceed 10 million people during the 
1960's and gross migration may be double that 
amount. Since there is considerable interest 
by policy - makers in ways to reduce and /or direct 

this flow, it seems important to learn the 
effects of NIT payments upon rural -urban migra- 
tion -- both for evaluating the likely effects 

of a comprehensive NIT program and for gathering 



information useful in designing specific pro- 
grams to induce or retard migration. 

Also, it is not readily apparent that the 
specific program most effective for addressing 
urban poverty problems is best suited for rural 
poverty. For example, a large number of rural 
residents with low incomes are operators of 
farms or businesses in small towns. Determina- 
tion of annual income as well as the appropriate 
timing of payments for the self -employed are 
likely to be different than for wage earners. 
This would be especially true for those farmers 
who receive their entire annual income at har- 
vest time. The provisions for self -employed 
individuals in the New Jersey experiment are 
admittedly simple and probably inadequate for 
a nationwide, comprehensive NIT program. 

The New Jersey experiment restricts eli- 
gibility to families of two or more members, 
with a male head between the ages of 18 and 58. 
Since a large number of poor households are 
headed by a female of working age, a study of 
their work behavior is also necessary for an 
accurate estimate of the cost of a nationwide 
NIT program. There seems to be no obvious way 
to infer from male work behavior the effect 
of this program upon female heads. 

The second major category excluded from 
the New Jersey experiment is the aged. Men 
and women over 65 years of age make up one- 
sixth of the poor people and head about one- 
third of the poor households in the United 
States. While the work incentive issue is of 
less significance for this age group, it is 
nevertheless important. Also, of interest is 
the effect of a negative income tax on migration, 
spending patterns, and attitudinal changes of 
older people. 

This need for experimentation in addition 
to that being conducted in New Jersey was 
recognized by the Ford Foundation, and a grant 
was made to the Institute for Research on 
Poverty at the University of Wisconsin to plan 
for a rural experiment. Such an experiment has 
been designed, and the first stage has been 
funded by the Office of Economic Opportunity. 
This experiment will be discussed in some detail 
below. 

The Dispersed Rural NIT Experiment 

Under the Ford grant ten staff members at 
the University of Wisconsin, all affiliated 
with the Institute for Research on Poverty and 
representing the disciplines of economics, 
agricultural economics, sociology, political 
science, law, and social work, combined in an 
interdisciplinary effort to design the rural 
experiment. It involves the selection of a dis- 
persed sample of about 800 rural (farm and rural 
nonfarm) families; 600 of these will be headed 
by a male aged 18 to 58, 100 by a female in the 
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same age range and 100 headed by a male or fe- 
male over 58 years of age. The sample is being 
drawn now, and the first payments will be made 
this fall and will continue for a three -year 
period. The estimated total cost is $3.3 million. 

The experiment is patterned after the one 
in New Jersey: it has the same basic objectives, 
a comparable experimental design, similar 
accounting periods for determining income and 
making payments, and it will be of identical 
duration. It differs from the urban experiment 
in that eligibility will be extended to single 
households as well as those headed by females 
and the aged, and a third accounting plan will 
be experimented with. Minor variations also 
exist in the definition of earned income. 

Each of the major facets of this experiment 
will be briefly discussed below. 

Objectives of the Experiment 

The primary objective is to measure the 
effect of alternative tax rates and minimum 
guarantees upon the work incentive of rural 
residents and to compare and contrast these 
findings with those of New Jersey. This issue 
remains of paramount importance because a major 
hurdle to adoption of a nationwide NIT program 
is the commonly -held belief that payments, even 
with the negative tax, will significantly reduce 
the work effort of able - bodied males. 

The second principal objective is measuring 
the effect of alternative NIT plans on the rate 
and composition of migration) with particular 
attention given to differences in response 
among age groups. 

Of secondary importance are a host of other 
objectives, one of which is to learn the effect 
of payments upon the children of the poor -- their 
health, school performance, peer and reference 
group involvements, attitudes towards authority, 
delinquency rates, vocational aspirations, and 
numerous other characteristics. Changes in ex- 
penditure patterns are also of interest -- the 
distribution among savings, investment, and con- 
sumption; relative expenditures on necessities 
and luxuries; marginal expenditures on medical 
and dental care; and the effect upon credit vs. 
cash buying. Other objectives include the 
effect of NIT payments upon adult education 
(including job training), family structure 
(separation and divorce rates), involvement in 
social, business, and political organizations, 
family health, and attitudes towards one's self 
and others. 

Location 

The sample is being drawn from two separate 
locations, one in the South (North Carolina), the 
other in the Midwest (Iowa). The alternative of 
taking a nationwide rural sample was rejected in 



deference to administrative ease and a smaller 
operating budget. The choice of two areas rather 
than one is made because policymakers may dis- 
tinguish between northern and southern rural 
residents. By selecting two locations, regional 
and ethnic differences in work incentive, migra- 
tion, and other behavioral characteristics can 
be tested. The South is chosen because it con- 
tains a higher incidence of rural poverty than 
any other area in the United States. The Midwest 
is selected because it is (as classified by the 
USDA) "a relatively affluent area with a poor 
white minority." Since the Midwest itself is 
not particularly depressed, there is not a high 
degree of unemployment (desirable condition for 
an experiment designed to measure work disincen- 
tive.) 

Criteria for selection of the specific 
counties in each region include the size and 
number of rural towns, their proximity to large 
cities, density of the farm population, diversity 
of agriculture, and representativeness of the 

entire region with respect to incidence of 
poverty, unemployment, racial mix, age distribu- 
tion and educational level. 

Experimental Design 

The experimental design is similar to that 
in New Jersey. Families are being selected ran- 
domly from predesignated areas and, upon acceptance 
into the program, will be randomly assigned to a 
control group or to one of the program alternatives. 
Individuals will remain on that assignment for the 
duration of the experiment, and will be eligible 
for payments for the 36 -month period regardless 
of their subsequent geographic location, as long 
as it is within the United States. 

Family income at the time of screening must 
not exceed one and one -half times the established 
poverty line. These poverty levels are shown 
below for various family sizes. The poverty 
level will be adjusted annually to account for 
increases in the national cost of living. 

Size of Household Full Poverty Levels 

Marginal Total 
dollars per year 

Household Head 1688 1688 

Spouse 791 2479 

First dependent 528 3007 

Second dependent 475 3482 

Third dependent 422 3904 

Fourth dependent 369 4273 

Fifth dependent 316 4589 

Sixth dependent 264 4853 

Seventh dependent 211 5064 

Eighth dependent 158 5222 

Additional dependents 0 5222 

Other adults 950 
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Any household which can establish eligibility 
for public assistance (including aid to the per- 
manently and totally disabled, old -age assistance, 
aid to the blind, aid to families with dependent 

children, and general assistance) must choose 
either welfare or NIT payments, but not both. 
NIT payments will cease as soon as the household 
receives welfare benefits and resume according 
to the regular schedule as soon as such payments 
stop. 

To insure a wider variation in environment 
the sample density will be fairly sparse, but 
not so much as to make selected individuals 
oddities in their communities. The sample will 
be stratified according to income level. 

Program Alternatives 

Five program alternatives involving three 
tax rates and three guaranteed minimums, will be 
tested. These are shown below for a family of 
four. 

Poverty 
Levels 

Tax Rates 
30% 50% 70% 
Guarantee Level /Cut -off 

1/2 

3/4 2611/8703 

Full 

1741/3482 

2611/5222 

3482/6964 

2611/3730 

About 50 percent of the families will be 
assigned to a control group and 50 percent 
assigned to the various plans, probably with 
less proportionate sampling in the more expensive 
plans. 

Definition of Income 

Income will be defined as the total gross 
income in cash or kind received by the household 
from all sources (including social security pay- 
ments, unemployment compensation, strike benefits, 
and veterans' benefits). In some cases an im- 
puted income will be added to reported income, 
with payments based on the total. Farmers' re- 
ported income will be increased five percent to 
reflect the value of livestock and livestock 
products (milk and eggs) produced and consumed 
on the farm. (Garden produce consumed at home 
will be ignored for the farmer and nonfarmer 
alike). Homeowners will have an imputed rental 
value added to their income. Finally, a percent- 
age of net capital wealth will be added to in- 
come to reflect both earnings and potential 
capital consumption, the latter reflecting the 
thesis that the poor should, in part, "live off 
their assets rather than the Government. "3 The 
first $20,000 of business assets and the first 
$10,000 equity in owner- occupied homes will be 
excluded from net capital wealth for purposes 
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of this imputation. 

Payment Interval and Income Accounting 

Payments will be based on income and the 
number of dependents as reported on returns 
filed by the participants. These returns will 
be filed every four weeks, showing gross re- 
ceipts (wages for salaried employees, cash sales 
for businessmen) and (for the latter) cash 
expenses. Businessmen will report depreciation 
and other non -cash costs once a year, after 
filing their positive tax returns. All house- 
holds will be paid biweekly, but the accounting 
period for computing income, upon which those 
payments are based, will be treated as an ex- 
perimental variable. 

One extreme is an income accounting plan 
that attempts to respond to a current lack of 
income -- to "fill the gap" so that a household's 
income does not fall below some predetermined 
level (this is the intent of most existing 
welfare programs). Obviously this is an im- 
possible goal to achieve unless a family can 
accurately forecast its future income; payments 
based on a reported income for some past period 
cannot, by definition, be responsive to current 
income needs unless that income never varies. 
This objective can be approximated, however, by 
basing payments only on income for the preceding 
four -week period, the assumption being that if 
a wage earner loses his job, his family can live 
for four weeks on the wages paid for the pre- 
ceding four weeks'work. At the end of the four 
weeks of unemployment, the NIT payments would 
respond to this situation, providing money for 
living expenses for the subsequent period. 

This is the rationale for one of the in- 
come accounting plans to be used in the rural 
experiment -- the one..period (four -week) 
accounting plan.4 

A second income accounting plan to be ex- 
perimented with is the 13- (four -week) period 
moving average, i.e. an average of the preceding 
52 weeks' income. In contrast to the one- 
period plan, the 13- period moving average is 
quite unresponsive to current needs resulting 
from fluctuating income levels. It is more 
appropriately viewed as a stabilised income 
supplement, most relevant to those with a 
fairly steady, but chronically deficient, in- 
come. As in the first plan, income is reported 
every fourth week and NIT payments are made 
biweekly. 

The third accounting plan to be used lies 
between these two extremes -- it is a three - 
period moving average, with each period repre- 
senting four weeks as below. The majority of 
households in both the rural and urban experi- 
mente will be under this plan. 



The experimental significance of testing 

three accounting plans is not in their varying 

responses to income needs, but rather in the 

related issue of varying response of household 

behavior to the different plans. A primary 

objective of the experiment is to measure the 

work response of households to alternative 

negative tax rates. But the tax rates are not 

independent of the accounting period. Under 

the one -period accounting plan, the tax bite 

of an increase in work effort (and hence earn- 

ed income) is felt immediately and fully in 

the next two biweekly NIT checks. Under the 

more retrospective 13- period plan, only one- 

thirteenth of the tax bite is felt in the 

following two biweekly NIT payments, i.e. the 

immediate effect of a change in work effort on 

NIT payments is diluted. But, by the same 

token, that effect is felt over a longer period- - 

a full year under this particular plan. 

This phenomenon can perhaps be more vividly 

illustrated by an example in the reverse di- 

rection. A person under a one -period accounting 
plan might be more tempted to remain idle for a 

month, knowing that his next two NIT checks 

will guarantee him a minimum income for that 
period, than if he were under a 13- period plan 
in which only one -thirteenth of that minimum 
guarantee would be reflected in the next two 
checks. 

At issue, then, is a person's perception 
of the consequences (in terms of NIT payments) 

of a change in his work behavior, which in turn 
is partially dependent on the length of his 
planning horizon and on his assumed discount 

rate of future earnings. 

Measurement and Analysis 

The experimental households will be inter- 
viewed quarterly to gather information on the 
previously mentioned attitudinal and behavioral 

characteristics. Information will also be 
gathered from sources other than the families, 
such as schools, employers, hospitals, public 
organizations offering services to the poor, 
and other relevant institutions and organizations. 

Some Comments on Social Experimentation 

Experiments designed to measure physical 
responses of both human and nonhuman agents are 
common, especially in the area of medical 
science. Psychologists have performed social 
experiments involving animals. There have also 
been social experiments involving human beings, 
but these fall principally in the areas of 
business games, consumer panels, and observed 
group interaction. Social experimentation of 
the nature and magnitude of the negative income 
tax experiments is unique. Some possible prob- 
lems can be foreseen; others cannot. 
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The Hawthorne Effect is obviously a matter 
of concern. Since families involved in these 

negative income tax experiments are generally 

unaware of what we are trying to measure, let 

alone what responses we expect, we are hopeful 
that this will not lead to a serious bias. 

The greater problem is contamination of 
the experiment by the communication media. 
There has already been considerable pressure by 
representatives of television, radio, magazines, 

and newspapers to learn the details of the New 
Jersey experiment and to interview the families 
involved. Obviously, this type of publicity 
could easily lead to serious experimental bias. 
To date, the communications people have acted 
quite responsibly when explained the implications 
of their actions, but it is not clear that these 
arguments can successfully stave off their 
efforts for the entire duration of the experiment. 

Local changes in the employment situation 
or the wage structure will have an influence 
upon the measured responses of individual partic- 
ipants. This is one of the reasons that both 
the urban and rural samples are not only dis- 
persed within a specific area, but are drawn from 
more than one area. This, however, does not 
control for external national changes such as 
in the general level of unemployment, fiscal 
spending, or inflation. 

Another potential problem in this type of 
social experimentation is a change in the laws 
governing the actions of the participants, or 
their benefits or liabilities to society. For 
example, if the Family Assistance Program is 
enacted as proposed with a guarantee of one- 
half the poverty level, it will be roughly 
comparable to the lowest plan in the urban and 
rural experiment and thus will have little or no 
effect on the experimental households receiving 
NIT payments. However, it will change the 
status of many of the control families, causing 
some difficulty in the comparative analysis. 

Finally, there is just the problem of 
keeping track of the original sample. In the 

first four months of the New Jersey experiment 
an attrition rate of five to six percent was 
experienced. Some of this was due to families 
moving and leaving no forwarding address. Ob- 
viously, this could potentially bias the experi- 
ment since these families may well differ in 
their response to the program from those who 
remain in the experiment. 

There are other serious problems in this 
type of social experimentation, as well. A 
period of three years cannot hope to simulate a 
nationwide, comprehensive, long- term'negative 
income tax program. Furthermore, the information 
available to participants in a nationwide program 
will be different than that available to those 
in the experiment. In a nationwide_ program there 



would also be considerable interaction among 
participants, among non -participants with res- 
pect to the program, and between participants 
and non -participants, all of which would likely 
influence the attitudes and lehavior of those 
receiving transfer payments. 

In summary, those involved in these experi- 
ments recognize a good many limitations to an 
experimental approach of evaluating alternative 
policies. It remains to be seen whether the 
information gathered from these and similar 
efforts will justify the sizeable cost of ob- 
taining it. 

Footnotes 

*Helpful comments were received from Harold 
Watts on an earlier draft of this paper. Others 
contributing to the project, and hence to this 
paper, include Bert Adams, Joel Handler, Joseph 
Heffernan, Robinson Hollister, William Klein, 
Robert Lampman, Charles Metcalf, Charles Meyer, 
and William Saupe. 

For example, it is estimated that of all 
the male heads of poor families in 1967 who were 
less than 65 years of age, 60 percent held a 
full -time job the entire year, 35 percent worked 
part of the year or had a part -time job all 
year, and only five percent did not work at all 
[1, p. 11]. 

2For a detailed discussion of the urban 
experiment, see Watts [3]. 

3For a discussion of the various forms 
that this may take, see Weisbrod and Hansen, [4]. 
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4This plan, as well as the three- period 
accounting plan to be described, embodies a 

"carryover" provision. Earned income in excess 

of the breakeven, or cut -off, level is carried 

forward for a maximum of one year and is added 

to income in any period in which such income 

falls below the breakeven level. NIT payments 

are based on earned income plus any amount 

assigned to that period from the carryover. 

5For an in -depth consideration of the prob- 

lems of social experimentation, especially re- 

garding income maintenance, see Orcutt and 

Orcutt [2]. 
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STRATEGY FOR A BROAD PROGRAM OF EXPERIMENTATION IN INCOME MAINTENANCE 

Larry L. Orr,1 University of Wisconsin 

I. Introduction 

The initiation of the graduated work incen- 
tives experiment being conducted by the Insti- 
tute for Research on Poverty and MATHEMATICA in 
New Jersey and Pennsylvaniaz has raised the 
prospect (some might say the specter) of an 
ambitious program of experimentation in social 
programs in general, and income maintenance 
programs in particular. Indeed, the enthusiasm 
for this relatively novel technique in some 
quarters threatens, at times, to outrun the 
capabilities of the embrionic reservoir of 
experience and expertise in this largely untried 
methodology. In response to such pressures and 
in the interest of rational policy formulations 
in the area of income maintenance, a group of 
researchers at the Institute for Research on 
Poverty of the University of Wisconsin have, at 
the request of the U.S. Department of Health, 
Education and Welfare, devoted the last few 
months to the development of an overall research 
strategy in this area. Its scope of research 
has encompassed a wide range of program alterna- 
tives, program effects, and research methodol- 
ogies. The discussion in this paper draws 
heavily upon the work of this group, although 
it is in no sense a comprehensive report of the 
group's activities; in particular, I have 
limited my remarks to consideration of income 
maintenance experimentation, although an im- 
portant part of our work for H.E.W. has involved 
the delineation of non -experimental research 
strategies. 

It is important to understand from the out- 
set exactly what "experimentation" means in this 
context, and to distinguish experimentation from 
the related, but distinctly different, concept 
of "demonstration." An experiment attempts, 
through the exogenous manipulation of the en- 
vironment facing various economic, social, or 
political decision -making units, to measure 
their behavioral responses to variations in a 
particular program or program feature. Viewed 
in terms of a multiple regression model, the 
experiment seeks to generate data for the esti- 
mation of the response (dependent) variable as 
a function of a number of independent variables, 
some of which are policy parameters which can be 
manipulated experimentally. To achieve this 
goal, the experiment must obviously include 
several different "treatments," (at a minimum, 
one "experimental" treatment and a "control" or 
"status quo" treatment), in order to obtain 
estimates of differential responses. For 
example, the New Jersey experiment includes nine 
distinct treatments (including the control 
group), defined by different combinations of the 
income guarantee and the "special tax rate" under 
a negative income tax, with the objective of 
estimating the earned income response surface 
over the guarantee -tax rate plane. The im- 
portance of such experimental variation is that 
it yields information about behavioral responses 
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to a variety of possible program variations, both 
those included in the experiment and, by inter- 
polation or extrapolation, others not included. 

By contrast, what I shall call "demonstra- 

tions" typically involve little or no experimen- 

tal variation of policy parameters. A uniform 
treatment is applied to a specified group or 
geographic area, often without even any attempt 

to define a comparable control group. Thus, it 

is difficult to rigorously test hypotheses in a 
demonstration; at best, one gets a qualitative 

feel for the consequences of the single program 
variant applied, and some idea of the administra- 
tive feasibility of the program. 

While demonstrations of this type may be 
useful for certain purposes, in this paper I 
shall confine my attention to experiments in 
which hypotheses relating to behavioral responses 

to specified policy parameters can be rigorously 
posed and tested. 

H. Criteria for the Selection and Design of 
Experiments 

Experimentation in income maintenance is an 
extremely expensive research undertaking, not 
only in financial terms, but in terms of re- 
search talent, which at the moment is a very 
scarce resource in this area. It follows that 

experiments should be used sparingly and be 

carefully designed to maximize their informational 
output. A.prime criterion for the selection of 

a particular hypothesis for experimental testing, 
then, is whether that hypothesis can be adequately 
tested by non -experimental (and, therefore, gen- 

erally less expensive) methods. If relevant non- 

experimental data exist, the presumption is 

against using the experimentation to generate 
new data. The other side of this coin is, of 

course, that even if non -experimental data is 

not available, experimentation is feasible only 

if it can be reasonably expected to provide a 
definitive test of the hypothesis in question. 

For those questions where both of these con- 
ditions are satisfied, one is faced with the 
problem of assigning research priorities which 

rank experimentable hypotheses according to some 

set of criteria. I would suggest that the fol- 
lowing criteria be applied, roughly in the order 

presented. 

1) Policy relevance. The over -riding 

objective of research on the field of income 

maintenance is to provide guidance to policy 

makers in the revision and modification of in- 

come maintenance programs. Therefore, an ob- 

vious and appropriate criterion in developing 
experimental research is the usefulness of the 
information to be obtained from such research as 

an input into the policy decision -making process. 

This does not mean catering to political whims 
or pressures. It simply means that certain 



behavioral responses will bear more heavily upon 
the desirability of any particular income main- 
tenance plan than will other responses; ceteris 
paribus, these responses should receive higher 
experimental priority. The focus of the New 
Jersey experiment upon work effort response is a 
case in point; clearly, the response of recip- 
ients' earned income will have a major impact 
upon the cost of a negative income tax, as well 
as its political acceptability in terms of the 
dominant Puritan ethic. Moreover, because this 
response might be expected to be most severe 
among families with male heads in their working 
years, the New Jersey experiment was limited to 
that population. 

2) Replicability. As a second criterion, 
I suggest what Hollister and Cain have called 
the "replicability criterion.i3 This criterion 
would restrict experimentation to those program 
features which can feasibly be replicated on a 
national scale. Any number of programs can be 
devised and instituted on an experimental basis 
which, because of their cost or administrative 
complexity, could not reasonably be considered 
to be feasible alternatives for national policy. 
For example, one might hypothesize that a very 
intensive job training and counseling program 
would be an effective offset to the work in- 
centives of cash transfers. It may well be, 
however, that even if such a program could be 
carried out experimentally, it would simply not 
be feasible to provide such services to all 
recipients of a national transfer program. A 
corollary of the replicability criterion is 
that to obtain valid estimates of the effects 
of a national program, it must be possible to 
replicate the hypothesized feature of the 
national program in the experimental setting. 

3) Adequacy of existing theory and measure- 
ment techniques, In certain areas, the current 

state of the art severely circumscribes the 
possibilities for experimentation. In many 
cases, we have a vague notion that a particular 
policy parameter may have important behavioral 
effects, but we have only a general idea of the 
mechanism by which the effect will operate, and 
possibly only very crude quantitative measures 
of the effect itself. For example, one such 

area is the whole question of the effects of 
income maintenance on the institutional 
structure of the community. It seems plausible 
that large -scale income transfers will have im- 
portant effects upon the interactions of re- 
cipients and nonrecipients within a whole range 
of economic, social, and political institutions. 
Yet we really have no coherent theory of com- 
munity which would allow rigorous formulation of 
hypotheses for experimental testing of these 
effects. We don't know which policy parameters 
would be crucial to any given effects, and 
therefore should be varied experimentally, and- - 
perhaps more importantly --we don't know which 
non -policy variables must be controlled for in 
order to assure valid inference. 

By contrast, underlying the investigation 
of work effort response in the New Jersey 
experiment is a well -developed body of economic 
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theory relating labor supply to wage rates, in- 
come, and other family characteristics. Where 
even the rudiments of such a theory are lacking, 
the wisest strategy is probably to devote our 
research effort to develop the basic theory be- 
fore proceeding to experimentation. 

Closely related to the theoretical under- 
pinnings of experimentation is our ability to 
measure behavioral responses quantitatively. Our 
ability to pose meaningful, testable hypotheses, 
and to generalize experimental results is 
severely constrained by the sophistication with 
which we can measure responses. Returning to 
the example of community effects, we face the 
difficult problem of defining and measuring 

institutional change. Can we really define 
appropriate indices of political participation 
and tension, social adjustment or alienation, or 
adequacy of social services? If not, the results 
of experimentation are likely to be ambiguous 
at best. 

The requirement of an adequate theoretical 
and measurement capability is especially im- 
portant for the specification of an efficient 
sample design. The question of adequate sample 
size will be discussed later in this section; at 
this point, suffice it to say that efficient 
determination of sample size depends upon our 
ability to predict the "normal" variability of 
the response variable, given the values of rel- 
evant non -experimental variables (which must be 
specified by our theory or empirical data.) The 

sample must be sufficiently large to distinguish 
the impact of the experimental variables from 
this residual noise in the response variable. 

The criteria just presented bear upon the 
selection of hypotheses for experimental testing. 
Once it has been decided that a particular hy- 
pothesis requires, and is amenable to, experi- 
mentation, the question of optimal experimental 
design arises. This is a complex question, and 
this is not the place for a detailed discussion 
of the statistical intricacies involved. How- 
ever, it seems useful to establish certain 
guidelines for design which are relevant for the 
development of a comprehensive research strategy 
involving a number of separate experiments; the 

following include some of the more important 
considerations. 

1) Experimental objectives. While the in- 
formation obtained from any one experiment may 
be useful in analyzing a wide variety of ques- 
tions, it seems most efficient to focus each 
experiment upon a single dominant response 
variable. This limitation is imposed by the 
necessity of defining a single experimental 
objective function which is to be maximized 
through the sample design. Maximization of the 
objective function is roughly equivalent to 

minimizing the error of estimate in the predicted 
response variable; it is, essentially, the 

efficiency criterion for the sample design. If 

an experiment attempts to focus on more than one 
objective, it is not at all clear what the cri- 
terion of efficiency in response estimation 



should be. 

This should not be construed to rule out the 
collection of data relating to a wide range of 
behavioral responses in each experiment. Indeed, 
one of the great virtues of experimentation is 
that it provides a rich source of longitudinal 
survey data on low- income households. Still, 
it seems most efficient to focus upon a single 
over -riding objective in setting the sample 
design. For example, the design model for the 
New Jersey experiment is based on the estima- 
tion of work effort response, even though the 
quarterly interviews are designed to elicit 
additional information on a wide variety of 
attitudes and behavior, ranging from family 
expenditures to political participation and 
social integration. 

Selection of a single objective variable 
for each experiment has the additional advan- 
tage of permitting the selection of a relatively 
homogeneous sample population comprised of those 
households which seem most appropriate to the 
hypothesis being tested or which are most rele- 
vant to policy considerations. Homogeneity of 
the sample is desirable on several grounds. 
First, given financial constraints on sample 
size, it seems wisest to concentrate on that 
type of family for which a significant response 
seems most likely and /or important on policy 
grounds. Second, in many cases, it is not 
clear that a single functional form of the 
response function would be appropriate to the 
behavior of diverse family types. 

Finally, concentration on a single objec- 
tive allows the duration of the experiment to 
be tailored to the particular response variable 
under investigation. Most of the experiments 
currently underway or being contemplated entail 
payments over three to five years. A time hor- 
izon of this length is probably quite sufficient 
for the investigation of, say, work effort, 
which may be expected to respond to fairly short - 
term changes in income and wage rates. Other 
behavioral responses, however. may be deter- 
mined by much longer -run income concepts; the 
retirement decision of older workers and fam- 
ily planning decisions are cases in point. To 
obtain valid estimates of these responses, a 
much longer payment period is probably required. 

2) Comparability among experiments. One 
of the greatest potential values to be secured 
from a coordinated, national approach to exper- 
imentation in income maintenance is the ability 
to ensure comparability of the data collected in 
the various individual experiments. As noted 
above, experimentation can provide a rich source 
of cross -sectional and longitudinal data on the 
poor --a group for which existing data is notably 
meager. To be of greatest value, however, it is 

important that data from each of the projects be 
gathered on a comparable basis, so that it can 
be pooled for analysis. In some cases, (e.g., 

in the measurement of attitudes, motivation, as- 
pirations, and the like), this will simply mean 
that the same interview questions should be 
asked in each experiment. More importantly, 
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however, it means that the basic economic con 
cepts, program features, and administrative 
arrangements should be held constant over all 
experiments, unless there are explicit reasons 
to the contrary. In essence, I an suggesting 
that a uniform set of "rules of operation" (the 
experimental equivalent of the statute governing 
a national plan) should be applied to all exper- 
iments. These rules would cover such things as 
the definition of the family unit and family in- 
come, filing and administrative procedures, and 
the timing of payments. Uniformity of operating 
rules would not, of course, preclude variation 
either within or between experiments of those 
policy parameters, such as tax rates and income 
guarantees, whose effects are to be studied ex- 
perimentally. Uniformity would simply control 
for unwanted variation in those program features 
which are not of experimental interest, but which 
might act to confound the experimental results. 

It should be emphasized that any one of the 
rules of operation might be selected as an ex- 
perimental policy parameter. For example, one 
might wish to study the effect of variations in 
administrative arrangements (filing requirements, 
handling of claims, agency - beneficiary contracts, 
etc.), or of variations in the frequency of pay - 
ments. The point is, that any variation either 
within or between experiments should serve some 
well- defined experimental purpose. 

3) Sample size. Income maintenance exper- 
iments are an extremely expensive undertaking, 
relative to traditional social science research 
techniques. In the New Jersey experiment, the 
payments to households in the experimental group 
are averaging over $1000 per year, and even the 
control group families must be compensated for 

their time and trouble. Obviously, there is a 
premium on selecting as small a sample as is con- 
sistent with reasonably accurate response esti- 
mation, in order to maximize the information 
obtained from limited research funds." As indi- 
cated above, priori theory and empirical 
knowledge are extremely important in determining 
the minimum required sample size. 

The approach which has been developed for 
solving the sample size problem for the O.E.O. - 
Poverty Institute rural negative income tax 
project is essentially an analysis of variance 
framework. The analysis requires an a priori 
estimate of the "normal" variance of the response 
variable (i.e., the variance in the absence of 
the transfer program), given the values of other 
relevant characteristics of the response unit. 
For example, if the response variable is family 
earned income, one would want to control such 
family attributes as education, occupation, fam- 
ily composition, etc., in estimating the year -to- 
year variance in family earned income. 

Suppose now we wish to ask the question of 
whether the transfer has any significant effect 
on the response variable. One way of posing this 
question is to ask whether the difference between 
the mean response of the experimental group and 
the mean response of the control group is sig- 
nificantly different from zero, at some specified 



confidence level. For any given size of control 
and experimental groups, one can compute the 

"normal" variance of this difference and estimate 
the range of the response variable which falls 
within the specified confidence interval- -i.e., 
the minimum response differential which can be 
detected with control and experimental samples 
of this size. If, for example, the standard 
error of family income, given family character- 
istics, is $600 per year, the standard error of 
the difference between control and experimental 
samples of 300 families each would be $69. This 
means that an observed difference of $136 per 
year would be significant at the 95% confidence 
level. Alternatively, this means that if aver- 
age family income in the sample $4000 per 
year, a total sample of 600 families would be 
sufficient to detect a difference in earned in- 
come of about 3.4 %.5 

The prime requirement is, again, adequate 
a priori theory and empirical knowledge. The 
more accurately we are able to estimate the re- 
sponse variable in the absence of the experimen- 
tal treatment, i.e., the smaller the residual 
error variance, the smaller will be the sample 
size required for any desired degree of esti- 
mation precision. Second, given the best avail- 
able estimates of the normal variation of the 

response variable, a decision must be made as 
to the precision with which we wish to estimate 
the response. This latter decision is obviously 
conditioned upon the importance of the response 
for policy formulation; the smaller the sensiti- 
vity of policy considerations (program cost, for 

example) to the response variable, the larger 
will be the minimum level of response detection 
which can be tolerated and, therefore, the 

smaller the required sample size. 

III. Priorities for Experimentation 

Taking as our starting point the OEO work in- 
centive experiments in New Jersey and the rural 
areas of Iowa and North Carolina, a number of pos- 
sibilities for further experimentation suggest 
themselves. In this section, I shall apply the 
selection and design criteria presented above to 

obtain a priority ranking of those hypotheses 
which seem most amenable to experimental research 
Heading the list of experimental objectives are a 
variety of issues in the broad areas of work ef- 
fort response and changes in family structure. 
The experimental possibilities in these areas 
seem well within our current capabilities. A 
lower priority is assigned to experimentation fo- 
cussed on the effects of income maintenance on 
community structure because, although there are 
a number of important issues in this area, exper- 
imental resolution of these issues does not seem 
feasible at this time. 

In discussing experimental priorities, it is 
important to define the major program features, 
or policy parameters, which characterize any in- 
come maintenance plan. The characteristics which 
I consider most basic include: 

a) the income guarantee; i.e., the pay- 
ment which a family would receive if it had no 
other income. In general, this payment may be 
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adjusted for family size and composition, and the 

schedule of guarantee adjustments will be an im- 

portant factor in assessing certain behavioral 
responses; 

b) the implicit tax rate; i.e., the rate 

at which the basic guaranteed payment is reduced 
as family income from other sources rises; 

c) the definition of the family unit in 
terms of who may he included as dependents, who 
must be included as dependents, and who may 
qualify as a head of household; 

d) the definition of family income and the 
accounting period over which income is measured 
for purposes of determining current payments; and, 

e) coordinate programs which do not involve 
cash transfers (e.g., in -kind transfers such as 
job training, day -care facilities, and social 
services) . 

It is felt that the policy parameters listed 
here are general enough to characterize nearly 
any of the income maintenance programs currently 
receiving serious considerations. In general, 

there ire three basic types of programs which 
have been widely advocated: negative income tax 
plans, children's allowances, and various modif- 

ications of the existing categorical welfare pro- 
grams. Each embodies a particular guarantee 
schedule and tax rate, defines the family unit 
and family income in a particular way, and may 

be coupled with various coordinate programs. 
Therefore, rather than focussing upon program 
types per se, it seems preferable to analyze be- 
havioral responses to these more general policy 
parameters. Proceeding in this manner, the 

hypotheses which should receive highest experi- 
mental priority are as follows. 

1) Work effort response. The crucial de- 
pendence of program cost and the possibilities 
for the eventual eradication of poverty through 
income maintenance make the work effort response 
of recipients a question of highest research 
priority on grounds of policy relevance. More- 

over, the crucial policy parameters of any na- 
tional program which may be expected to influence 
work effort (guarantee schedules, tax rates, and 

the income accounting period) are features which 
are readily amenable to replication in the exper- 
imental setting. Finally, the existing theory 
and empirical knowledge of labor supply provide 
a sound basis for the design of experiments in 

this area. 

a) The labor supply of families headed by 
non -aged males would seem to be adequately cov- 

ered in the existing 0.E.0. experiments. Further 

experimentation should focus on the work effort 
of the two other principal types of poor families, 

those with female and aged heads. The rural ex- 

periment will, of course, include some female and 
aged heads, but these small subsamples should be 

augmented with further experimental observations, 
especially in urban areas. These experiments 
would be closely patterned after the New Jersey 
design, in terms of treatments, sample size, 



sample allocation, and duration of payments. 
Since the normal work effort of families is 
likely to be lower than for male- headed house- 
holds, however, the cost of these experiments may 
well be somewhat greater than in New Jersey. 

b) The work effort response of the aged 
(and near -aged) raises a unique problem which 
may not be amenable to the kind of experiment 
developed in New Jersey. Since an income main- 
tenance program of the negative income tax type 
would constitute an assured retirement income 
which would be available at any time, such a plan 
might have a significant effect upon the age of 
retirement, especially for relatively low- income 
workers. Unfortunately, payments over a period 
as short as three years are probably not a suf- 
ficient inducement to elicit a reliable 
measure of the retirement response. It may be 
necessary, therefore, to select a sample of 
older workers who would be guaranteed income 
maintenance payments over the rest of their 
lives, to obtain a valid estimate of the effect 
of a permanent national program. A preliminary 
analysis of the response could be made after a 
fairly short interval- -say, three or four years- - 
although the experiment would continue to yield 
useful data for a much longer period of time. 

Such an experiment would obviously be rela- 
tively expensive. However, costs could be re- 
duced by sampling heavily at earned income levels 
near the break -even point, so that substantial 
payments would be made only to those workers who 
actually do curtail their work effort signifi- 
cantly; this would be entirely consistent with 
the dominant policy interest, since the majority 
of the retired poor presumably had incomes above 
the poverty line before retirement. Moreover, 
at age 65, Social Security benefits could be 
offset dollar- for -dollar against the transfers. 
Thus, if the sample consisted of workers in the 
55 -60 age bracket, one might expect to make 
large payments in only, say six or seven years 
to each household. 

c) A third type of experiment in the area 
of work effort response which should receive 
high priority is the investigation of the effects 
of alternative specifications of the accounting 
period over which income is measured for pur- 
poses of determining payments. While at first 
blush this may appear to be relatively unim- 
portant administrative detail, on closer exam- 
ination it turns out to be a crucial feature of 
the transfer plan. The specification of the in- 
come accounting period has important implications 
for horizontal equity among households receiving 
the same average income over long time periods; 
payment levels under any particular accounting 
scheme could vary greatly from family to family, 
depending on the time -form of their income 
streams. In addition, the speed of response of 
payments to changes in family income, and there- 
fore to emergency needs, depends critically on 
the accounting period; if payments are based on 
a lagged average of past income, as is usually 
proposed, they will adjust more or less slowly to 
changed circumstances, depending upon the 
length of the lag. 
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More fundamentally, from the viewpoint of 
behavioral response, the length of the account- 

ing period may affect the recipient's percep- 
tion of the marginal tax rate and, thus, his work 
effort. If the worker bases his work effort upon 
the return to labor over a fairly short time 
period, then a short accounting period, with rap- 
id adjustment of payments to changes in earned 
income may be perceived as involving a higher 
tax rate than a longer accounting period with 
slower adjustment, even when the statutory tax 
rate on earnings is the same. Indeed, if this 

is the case, there is a conflict between the 
goal of making payments respond rapidly to need 
and the goal of minimizing the work effort dis- 
incentive. 

In addition, the definition of the accounting 
period may create important incentives for re- 
cipients to manipulate the timing of their income 
stream in order to maximize payments. A short 
accounting period, for example, may induce 
greater seasonality in work effort. 

These behavioral hypotheses seem important 
enough to merit explicit experimental variation 
in accounting periods, although it may be pos- 
sible to integrate this investigation into those 
experiments which focus on the more general work 
effort issue. The accounting period for the 
majority of the New Jersey sample is a moving 
average of the previous three months' income with 
payments adjusted monthly; in addition, a small 

subsample will have payments based upon a moving 
12 -month average. The rural project is cur- 
rently expected to involve three subsamples with 
different accounting periods: a twelve month 
moving average similar to the second New Jersey 
plan, a three -month moving average, and a four - 
week average. Unlike the New Jersey plans, how- 
ever, the latter two plans will involve a "carry - 
forward" of any income above the family's break - 
even point, to be counted as income in later 
periods. This was deemed necessary to take 
account of the extreme seasonality of income 
flows typical of rural -- especially self- employed -- 
households. These plans suggest the range of 
possibilities in defining the accounting period. 
A number of further variants are made possible 
by the alternative methods of treating seasonal 
work -related and business expenses, alternative 
"inventory rules" for handling carry- forwards, 
and alternative rules for applying the carry - 

forwards to future income periods. 

The sample sizes for several of the account- 
ing periods proposed for the New Jersey and rural 
experiments will probably be inadequate to give 
anything more than a rough indication of the 
impact of the accounting period specification on 
work effort. These and other variants should 
therefore be tested in other experiments, espec- 
ially in urban areas. 

d) A fourth type of experiment would focus 
on the interaction of income maintenance with 
manpower, job training, and other work- related 
programs. It has long been argued that income 
maintenance programs which seek to preserve 
work incentives should be accompanied by programs 



which act to enhance the employability of the 
poor. The recent Presidential address on welfare 
reform, which explicitly tied job training, em- 
ployment counseling, and day -care services to 
income maintenance, illustrates the concern of 
policy- makers with this issue. The underlying 
hypothesis for experimentation in this area are 
important interactions between these two types 
of programs; i.e., that the r combined effect 
would be different from the simple additive 
effects of income maintenance and work -related 
programs taken separately. One might hypothesize 
that the existence of income maintenance with work 
incentive features increases the attractiveness 
of the job training, while the availability of 
job training or day -care serves to reduce the 
disincentive effects which remain in the income 
maintenance program. 

An income maintenance experiment to test 
these hypotheses is already in the planning stage. 
It is proposed that a variety of job training 
and counseling services and day -care arrangements 
be made available to families receiving negative 
income tax payments, with their response to be 
compared to a group for whom manpower programs, 
but not income maintenance is available. Un- 
fortunately, since the experimental site was 
selected for the wide range of manpower programs 
available, it will be difficult to define a con- 
trol group which has access to neither type of 
program. However, comparison of the results with 
the data from New Jersey, where manpower programs 
are less generally available, should provide a 
relatively reliable control. This, of course, 
places a great premium on preserving comparabil- 
ity between the two experiments in the design of 
the income maintenance program. In the case of 
day -care facilities, which will be included in 
the proposed experiment, it may be feasible to 
define a control group which does not receive 
these services, since they will presumably be 
subsidized for the experimental group. 

e) A fifth experimental possibility in the 
area of work effort is the replication of the 
New Jersey model with a dispersed nation -wide 
sample.6 This would provide a check on the 
generality of the results obtained in New Jersey 
and other experiments, by drawing observations 
from a variety of different environments and 
labor markets. In particular, by including ob- 
servations from areas with high unemployment 
rates, one might obtain information on how work 
effort under a national program would vary with 
the level of economic activity. Moreover, such 
an experiment would provide observations in com- 
munities which fall between the small towns of 
the rural experiment and the large industrial 
cities of New Jersey and other urban experi- 
ments currently being contemplated, in terms of 
population size. 

This undertaking would present some dif- 
icult administrative problems in maintaining 
contact with a widely dispersed sample. This 

might be reduced by cluster -sampling in a num- 
ber of carefully selected areas, and /or con- 
tracting with a private survey organization 
which already has a national sampling capability. 
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any case, given these problems, this experiment 
probably should receive somewhat lower priority 
than some of those proposed below relating to the 
effects of income maintenance on family struc- 
ture. Nevertheless, it has the potential for 
important contributions to our empirical know- 
ledge of work effort response. 

2) Effects on family size and structure. 
Virtually all of the income maintenance programs 
now receiving serious consideration provide 
potentially significant incentives for changes 
in the basic family structure of the recipients. 
In terms of policy relevance, these effects may 
well rival the effects of the program on work 
effort in importance. I would propose, there - 
fore,that these effects receive an experimental 
priority just below the investigation of work 
effort response. Fortunately, experimentation 
appears to be feasible for at least the more 
important potential effects on family structure; 
the relevant policy parameters are readily iden- 
tifiable and (at least approximately) replicable 
in the experimental setting, the response var- 
iables are easily quantified, and there is a 

substantial body of a priori empirical informa- 
tion upon which to base the experimental design. 
The following behavioral responses seem to be 
the best candidates for experimentation in this 
area. 

a) Fertility. To the extent that fertil- 
ity is influenced by the level or uncertainty of 
family income, any income maintenance program 
will be likely to affect family size. Perhaps 
more importantly, any program which adjusts pay- 
ments by family size creates financial incentives 
to bear children. In the extreme, plans which 
determine payments solely on the basis of fam- 
ily size, such as a children's allowance, or 
which limit payments to families with children, 
as would the President's proposed Family Assis- 
tance Program, would seem to create a maximum 
incentive for increased fertility. Even a uni- 
versal negative income tax plan would create 
such incentives, since it is usually proposed 
that the income guarantee be adjusted for fam- 
ily size. The importance of the fertility re- 
sponse is highlighted by the recent Presidential 
address on birth control and the long- standing 
(but virtually unsubstantiated) criticism of 
AFDC on the grounds that it fosters illegitimacy. 

At first blush, it would seem that existing 
data might be sufficient to answer this question. 
A number of countries have adopted children's 
allowance, some (such as France's) at very sub- 
stantial benefit levels. The evidence from these 
"natural experiments" is, however, ambiguous at 
best. The resulting birth rate patterns are 
rendered virtually unintelligible by the ab- 
sence of any meaningful control group. Hence, 
experimentation would seem to be called for. 

Unfortunately, short -term experiments in 
this area are unlikely to produce valid infer- 
ences as to the effects of a permanent national 
program. On the one hand, payments over three 
or five years provide a much weaker incentive to 

increase family size than would a national 



program providing payments over the entire 18 
years of a child's minority. On the other hand, 
experimental families might be induced to shorten 
the spacing of their children in order to qual- 
ify for payments during the course of the ex- 
periment. It would be impossible to analytical- 
ly untangle these countervailing effects upon 
birth rates in the experimental group. 

To avoid these analytical hazards, it 
would be necessary to guarantee payments over 
a much longer period. For example, payments 

might be made over a period of 15 to 20 years, 
with adjustments in payments for any children 
born within that time. Analysis of results 
could be made after four or five years, al- 
though the experiment would continue to yield 
useful data for many years. This would sub- 
stantially reduce, if not eliminate, both of 
the biases of a short -term experiment just 
mentioned. 

The primary response rate of interest would 
be the birth rate, since increased family size 
may be expected to result in close spacing of 
children. Since it is conceivable that an in- 
crease in completed family size.might result 
with no change in spacing, however, one would 
also want to gather data on such indicators as 
desired and expected family size. These would 
allow prediction of completed family size in 
the first years of the experiment, before most 

of the families reach their ultimate size. 

The payments themselves might be struc- 
tured in one of several ways. The obvious 
approach would be to provide treatments con- 
sisting of various negative income tax plans, 
patterned after the New Jersey treatments, over 
the entire course of the experiment. Although 
this would provide a valid simulation of all 
the major features of a corresponding national 
plan, it would be a terribly expensive under - 
taking.7 This approach would also raise dif- 
ficult administrative problems, since the income 
of the recipients would have to be monitored 
over the entire course of the experiment. More- 

over, current funding of the entire experiment 
would be complicated by the unpredictability of 
income strehms, and therefore payments, over 
such a long time horizon. 

A second approach, which would substantial- 
ly reduce these problems, would involve simula- 
ting only the features of a national program 
most relevant to the central issue at hand. 
One could create the "price effect" implicit in 
a negative income tax with family site adjust- 
ments by simply extending a flat annual payment 
(again, for, say 15 -20 years) to each child 
born during the experiment. This payment 
plan would be, in effect, a children's allow- 
ance for additional children born to the 

sample families. Although children's allow- 
ances and negative income taxation are very 
different in many respects, the "price" each 
places on additional children is very sim- 
ilar, at least over a wide range of family 
income. This may be readily seen in Fig. 1, 

which shows total family income under a negative 
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income tax as a function of earned income. 

Total 
Income 

b 
arned Income 

Figure 1. Total and Earned Income, Before and 
After an Additional Child. 

Line ab is the schedule of total income (earned 
income plus transfers) up to the break -even in- 
come Yb under the initial guarantee before the 
birth of a child. Line cd is the total income 
schedule after the birth of an additional child; 
the vertical distance between the two up to Y is 

equal to the guarantee adjustment for the chid. 
Thus, the marginal increment to payments resulting 
from an increase in family size is a constant 
annual amount, regardless of the level of family 
income, se long as earned income remains below 
the initial break -even level Over this in- 
come range, then, a negative income tax is indis- 
tinguishable, in terms of this price effect, from 
a children's allowance equal to the marginal 
guarantee. 

Unfortunately, adoption of this payment 
scheme would preclude experimental analysis of 
the "income effect" of income maintenance on fer- 
tility, since payments would be generally lower 
than under a full -fledged negative income tax. I 

would argue, however, that this question could be 
adequately analyzed from existing data, and is 
therefore not worth the added experimental cost 
of a negative income tax. 

The cost of payments of this type could be 
markedly less than under a long -term negative in- 
come tax. Suppose, for example, that a sample of 
families with two children were selected and 
guaranteed allowances of $400 per year for each 
additional child.8 The present discounted cost 
of a 15 -year allowance, then, would be about 
$3900, discounting at 6%. The average expected 
completed family size of families at these income 
levels is probably about 3.8 children;9 let us 
therefore assume that on the average, each fam- 
ily has two children, spaced, say, one and three 
years after the beginning of the experiment. The 
present discounted cost per family would then be 
approximately $6,900.10 This cost could be 
further reduced if the allowances were successive- 
ly reduced for the fourth and subsequent children, 
as they would under a national plan. 

A rough estimate of the required sample size 
for detection of a fairly small change in birth 



rates or desired family size at a high level of 
confidence can be made on the basis of existing 
data.11 It appears that a sample of 300 experi- 
mental families would be sufficient to detect a 
difference of about 10% in the birth rate over a 
three -year period or 4% in desired family size, 
as compared to the mean of the control group, at 
a 96% confidence level. If this level of pre- 
cision is acceptable, then the children's allow- 
ance type payments described here could be fi- 
nanced at approximately the same total transfer 
cost as the current three -year New Jersey neg- 
ative income tax experiment. 

b) A second aspect of family structure 
which merits experimentation is the question of 
the effect of income maintenance on marital 
stability, in terms of divorce, desertion, and 
separation. Several policy parameters may be 
of significance here. First, to the extent that 
marital instability stems from economic stresses 
within the family, the sheer effect of addition- 
al income, i.e., the income guarantee, may 
serve to reduce instability. It has also been 
widely suggested that the schedules of adjust- 
ment of the guarantee for family size and struc- 
ture which have been proposed under most nega- 
tive income tax plans will create incentives for 

family breakup.lz Typically, a spouse receives 
a smaller marginal guarantee than the head of 
household. Thus, the family's total guarantee 
can be increased if the couple separates and 
forms two households, with two head of house- 
hold guarantees. This incentive is analogous to 

the incentives for family breakup embodied in the 
AFDC program. Under AFDC, a family is eligible 
for payments only if the father is not present, 
and it is often alleged that this promotes deser- 
tion and separation. Of course, for that group 
of women currently on AFDC (or those who would 
become eligible at some time in the future), a 

change to a system which provides income main- 
tenance for intact families would reduce the in- 
centives for separation. 

Perhaps more importantly, because of the 
discontinuity of tax rates at the break -even 
level of income, a family may be able to increase 
its total payments by forming two households, one 
with income above its break -even point and one 
with income below.13 This kind of incentive 
would also be present in any plan which involved 
a non -linear tax rate, even if both of the new 
househc'ldsremained below their break -even points. 
This effect is identical in principle to the in- 
centive to file joint returns under the positive 
income tax, with its non -linear progressive rate 
structure. 

We have only begun to consider the prob- 
lems of sample design for such an experiment. 
Since nearly one -third of all divorces occur in 
the first four years of marriage,14 it seems 
reasonable to select a sample of newlywed 
couples. It is also probable that economic con- 
siderations play a larger role in marital insta- 
bility early in marriage than in later years. 

While we have not undertaken a detailed 
analysis of the required sample size for such an 
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experiment, a rough idea of the requisite sample 

size can be obtained if we assume that divorce is 
a stochastic binominial process with each family 
in the sample having an equal probability of 
divorce within the experimental period. If, for 

example, the incidence of divorce among couples 
of the type selected would be 20% in the first 
four years of marriage in the absence of income 
maintenance, a sample of 900 couples would be 
sufficient to detect a change of 2.7 percentage 
points in the divorce rate at the 96% confidence 
level.15 In the relative terms, this is a rather 
wide confidence interval; it allows significant 
detection of changes no smaller than 13% of the 

initial divorce rate, with a fairly large sample. 
Even a sample of 2000 couples would allow detec- 
tion of a relative change no smaller than about 

9% of the normal divorce rate. Of course, esti- 
mation accuracy would be improved if one were 
able to predict the probability of divorce for 
individual couples more accurately than by simply 
applying the mean rate to all couples. Even so, 
it appears that a large sample will be required 
if we hope to detect even moderately small changes. 
It should be noted, though, that payments to 
couples with no children (or only one or two) 
under any given plan would be much less expensive 
than thh average payment levels in New Jersey, 
where the families are fairly large. Thus, cost 

considerations are less restrictive with respect 
to sample size. 

c) Split -off of dependents. Very similar 

to the incentives for marital instability are the 
incentives that maybe. provided for dependents to 

leave the family and set up new households. Again, 

the total family guarantee can be increased and 

payments may rise if the split alters the margin- 
al tax rate facing either the original family or 

the new unit. The latter effect may be especial- 
ly important if a dependent of a relatively well - 

to-do family can set up a new household with an 
income below the break -even point; this would be 
the case, for example, for teenage youths leaving 
families with incomes above break -even point. A 
variety of other dependents now living with fam- 
ilies might also be encouraged to set up house- 
holds of their own if afforded an income guaran- 
tee: grandparents, in -laws, unmarried relatives, 

etc. The fact that these potential income main- 
tenance recipients currently reside in families 

throughout the income distribution means that 

the aggregate effect, in terms of program cost, 
could potentially be very significant. Of course, 
to the extent that these dependents continue to 
receive support from their families after leaving, 

this would count as income and reduce their pay- 
ments. 

While it would seem to be very desirable to 
attempt to estimate experimentally the impact of 
these incentives, the design of an experiment 
which would constitute a valid replication of a 
national program poses serious difficulties. The 

logical experimental approach would seem, to be to 
select a sample of families to receive income 
maintenance payments, and to allow any individual 
who leaves a sample family, and any dependents he 
may acquire, to qualify for payments as a separate 
household. This approach, however, would 



overstate the incentives for splitting off em- 
bodied in the corresponding national plan, espec- 
ially among young adults, because it creates a 
"dowry effect." In the experimental setting, a 
young man or woman would become a differentially 
attractive marriage partner because he or she 
would be eligible for income maintenance payments 
while his or her compatriots would not be. Under 
a national plan all single individuals would be 
equally eligible for income maintenance, so that 
all would compete for marriage partners on an 
equal footing. This asymmetry between experi- 
ment and national program then, creates an arti- 
ficial incentive for others to "marry into" the 
sample which would tend to bias upward our esti- 
mates of the impact of the plan on marriage of 
dependents. 

An alternative way of defining guarantees 
for individuals who leave the family to marry, 
which introduces a downward bias, might be in- 
corporated into the experimental design in an 
attempt to bracket the true response under a 
national plan. This would involve allowing only 
the individual from the original sample family, 
but not his dependents, to receive payments; thus, 
again because of the asymmetry between experi- 
ment and national program, there would be an 
artificial scarcity of marriage partners eligible 
for payments, introducing a downward bias in 
rates of split -off. The dowry effect would still 
be present (in a weaker form), but if it is felt 
that this "scarcity" effect would outweigh the 
dowry effect, this subsample would provide a 
lower bound for the estimate of the true effect. 
The subsample where individuals are allowed to 
bring in new dependents would provide an upper 
bound. 

For individuals or subfamilies leaving the 
family to live on their own, there is no problem 
with the acquisition of dependents. Thus, the 
experimental results in these cases would be 
relatively reliable. 

We have not yet begun to explore the 
questions of sample size and design and program 
cost involved in such an experiment. Sufficient 
information for such an analysis is readily avail- 
able, however, in existing cross -sectional data 
on the structure of families and subfamilies, and 
rates and ages of dependents leaving the family 
at various income levels. 

3) Community effects. The experimental 
possibilities discussed so far relate to essen- 
tially individual responses of the income main- 
tenance recipient. These can be estimated from 
the behavior of families in dispersed experi- 
mental samples with little or no interaction 
among recipients. One might also, however, 
expect an income maintenance program to have a 
variety of effects upon social, political, and 
economic institutions within the community as 
the result of interactions among recipients and 
between recipients and non -recipients, under a 
national program. To name only a few possibil- 
ities, there might be changes in the political 
power balance, governmental tax and expenditure 
patterns, attitudes toward the poor and 
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aspirations of the poor, and location of economic 

activity and the economic opportunity structure 
facing the poor. 

To attempt to induce these effects experi- 
mentally, one would have to adopt a strategy of 
"saturation sampling," giving income maintenance 

transfers to all households in a given area who 
would be eligible under a national plan. More- 
over, the experimental area would have to be 
sufficiently large to encompass the geographical 
extent of the particular institution or activity 
being studied. 

Such an experiment would obviously be very 
expensive. There are also several reasons to 
question the validity of the results that would 
be obtained. For one thing, as mentioned near 
the outset, we have very little in the way of 
a theory of community or of institutional change 
upon which to base the experimental design. 
Moreover, it is difficult to define measures of 
institutional change which would serve as response 
variables, or even to select the policy para- 
meters which should be varied experimentally. 
More fundamentally, perhaps, an experiment in a 
single area, measuring the program's impact on 
one set of institutions, would, in essence, 

yield a sample of only a single observation. To 

constitute anything more than a demonstration 
(albeit, perhaps, a useful demonstration), ex- 
periments would have to be performed in a num- 
ber of communities. Unfortunately, in the absence 
of an adequate theoretical foundation, it is im- 
possible to say just how many community observa- 
tions would be required for valid inference. 

Given the design problems involved in sat- 
uration experiments and the range of other im- 
portant questions more amenable to experimentation, 
it seems best to defer experimentation in this 
area, and to concentrate our research efforts 
instead upon developing the theoretical prerequi- 

sites to experimentation focussed on community 
effects. 

IV. A Brief Preview of Coming Attractions 

To date, two experiments in income mainten- 
ance have already been funded by the Office of 
Economic Opportunity --the New Jersey experiment 
and the rural experiment about to begin trans- 
fers in Iowa and North Carolina. Since these 
have been described here and elsewhere in some 
detail, I will simply note that in terms of the 
priorities proposed here, they focus primarily 
upon the work effort response of male headed 
families under a negative income tax. The 

rural experiment will also include some families 
with female and aged heads, but these samples 
will be small and the results not necessarily 
applicable to similar families in an urban set- 
ting. Finally, several variants of the accounting 
period will be tested in both experiments but, 
again, the samples are small and the alternative 
plans are not exhaustive. These experiments may 
generate some useful data with respect to other 
questions on my priority list, but they are not 
designed for this purpose, so such results will 
probably be only suggestive at best. 



To expand our knowledge in those areas of 
high priority not covered by these projects, the 
Department of Health, Education and Welfare is 

now considering the initiation of a small num- 
ber of carefully selected and controlled income 
maintenance experiments, and has already given 
planning grants for the design phase of two 
experiments. The focus of these two experiments 
will be upon issues which rank high on the list 
of priorities presented here.16 

The first, located in Seattle, will consid- 
er the interaction of income maintenance with 
various manpower and work -related programs, along 
the lines suggested in section III.l.d. of this 
paper. The cash transfer plans will be closely 
patterned after the New Jersey treatments to 
ensure comparability of the data obtained. The 
sample will include a substantial proportion of 
female heads of household, however, so that we 
can begin to obtain estimates of the work effort 
response of females. The manpower programs to 
be associated with the transfer payments, for at 
least a subsample of the recipients, will include 
job training, employment counseling and referral 
services, and day -care facilities for female 
heads and wives with pre -school children. To 

avoid the costs and administrative problems of 
setting up new programs and facilities the 
recipients will simply be guaranteed a slot in 
existing programs and /or a subsidy to cover the 
costs of using the facilities. 

The second experiment for which a planning 
grant has been made is to be carried out in Gary, 
Indiana. The experimental focus there will be on 
the work effort response under several variations 
in the income accounting period. Again, the 
sample will include a large proportion of female 
heads of household. This experiment will also 
conform closely to the form of the New Jersey 
experiment. It is hoped that the transfer phase 
of both the Seattle and Gary experiments can be- 
gin by the end of 1970. 

H.E.W. has received requests for support of 
income maintenance experiments in a number of 
cities, and will undoubtedly solicit additional 
proposals for experimentation in several of the 
areas proposed here. The outlook for a fairly 
ambitious experimental attack on the large re- 
maining areas of ignorance of the effects of in- 
come maintenance is quite promising. 

Footnotes 

'The research underlying this paper was supported 
by the Institute for Research on Poverty under 
a contract with the Social and Rehabilitation 
Services Division of the U.S. Department of 
Health, Education and Welfare. The author has 
benefited enormously from continuing discussions 
with a large number of members of the Poverty 
Institute; in particular, this paper draws 
heavily upon help from Robinson Hollister and 
Harold Watts. Needless to say, the author alone 
is responsible for the analysis and opinions 
advanced in the paper. 
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2For a detailed description of this project, see 

Harold W. Watts, "Graduated Work Incentives: An 
Experiment in Negative Taxation," American Eco- 

nomic Review Proceedings, May, 1969, pp. 463 -472. 

3Hollister, Robinson, and Glen Cain, "The Metho- 
dology of Evaluating Social Action Programs," 
Discussion Paper, Institute for Research on Pov- 
erty, University of Wisconsin, Madison, April, 

1969. 

alternative method of reducing costs is, of 
course, to concentrate on less generous transfer 
plans. Given our degree of ignorance about the 
magnitude and functional form of the response, 
however, it seems preferable to stick plans which 
seem generous enough to elicit a significant re- 
sponse. 

SThese calculations were made by D. Lee Bawden 
and Charles Metcalf of the Institute for Research 
on Poverty, University of Wisconsin, in prelimin- 
ary design work for the 0.E.0. rural negative in- 
come tax experiment. 

6Such an experiment was originally advocated by 
Guy Orcutt, of the University of Wisconsin Depart- 
ment of Economics, now at the Urban Institute. 

71f payments average $1000 per year, as in New 
Jersey, e.g., the present discounted cost per 
family for a 15 -year program, discounting at 6%, 
wnuld be about $9,700. 

80f course, experimentally, one would want to 

vary the payment among families, in order to 
estimate a continuous response function, but $400 

ought to be a reasonable average guarantee. A 
negative income tax which guarantees the poverty 
line income would carry a marginal guarantee of 
about $400 for a third child. 

9N.B. Ryder and C.F. Westoff, "Relationship Among 
Intended, Expected, Desired, and Ideal Family 
Size: United States, 1965," Population Research, 
March, 1969. 

addition, it might be necessary to pay a flat 

annual allowance on the order of $150 to all fam- 
ilies on the experiment to secure their cooper- 
ation in keeping in touch with the research or- 
ganization during the early years when most fam- 
ilies are receiving no payments. This payment 
could be terminated after four or five years when 
the analysis of results is undertaken, so that it 

would add only about $600 to the discounted cost. 
Such a payment would probably also be necessary 
under a negative income tax (in fact, this is 

being done in New J rsey), so it would not ma- 
terially affect the comparison of costs under the 
two modes of payment. 

"The calculations which follow were made by 
Glen Cain, Department of Economics and Institute 
for Research on Poverty, University of Wisconsin, 
on the basis of survey data reported in C. F. 
Westoff, R. G. Potter, P. C. Sagi, and E. G. 

Mishler, Family Growth in Metropolitan America, 

Princeton University Press, 1961. 

12For a typical discussion, see "A Model Negative 
Income Tax Statute," Yale Law Journal, Vol. 78: 

269, 1968, pp. 276 -278. 



13For example, a couple with a $3000 income, 

a $2000 guarantee, and a 50% tax rate would 

receive a transfer of $500 if they live 
to- 

gether. Suppose now they split up, with the 

husband retaining the $3000 income 
and the 

wife none. If each is entitled to a $1000 

guarantee (to maintain the same total guar- 

antee in this example), the husband would 

now receive no transfer, but the wife would 

receive $1000, increasing their total pay- 

ment by $500. 

14Vita1 Statistics of the United States: 1964, 

Table 2 -5, p. 2 -8, Vol. III -- Marriage and 

Divorce, U.S. Department of Health, Education, 

and Welfare, Public Health Service, Govt. 

Printing Office, Washington, 1968. 

173 

15This calculation was made in the following 
manner. The same variance is given by the 
formula: 

a2 p(1 -p) 
N 

where p is the probability of divorce for 
any one couple and N is sample size. For 
N = 900 and p 2, a - .0134, and the 96% 
confidence interval is 2a .0268. 

"This is not coincidental, since the objec- 
tives of these experiments were defined in 
consultation with members of the Poverty 
Institute where this list of priorities was 
developed. 



DISCUSSION 

James D. Smith, Pennsylvania State University 

Bawden and Orr present a potpourri of 
interesting information about three social ex- 
periments. The Orr paper also ventures out into 

the area of meta -science and lays down some 

criteria for social science experimentation. 
The three criteria he specifies are: 

1. Relevance 
2. Replicability 
3. Adequacy of theory and 

measurement techniques 

The third of these is directly out of the re- 

searcher's primer and nothing more needs to be 

said about it. The first two, however, warrent 

some comment. 

Unfortunately, relevance is not oper- 
ationally defined. Every time I attempted to 
push hard on his criteria it came out sounding 
like: That which is relevant is that which I 

think is relevant. What Orr would like to do 

is lay down some guidelines to select research 

projects which have the greatest efficacy for 

changing peoples lives vis -a -vis the political 
decision making process. Presumably the most 
relevant projects would be those which changed 
the lives of the greatest number of people in 

the shortest period. 

At one point he argues ".... an obvious 

and appropriate criterion in developing ex- 
perimental research is the usefulness of the 
information to be obtained from the research 
as input to the policy decision -making process." 
He goes on to say that "this does not mean 

catering to political whims or pressures." But 
only a short distance on he cites the New Jersey 
experiment as an example of social research with 
the comment that "clearly the response of 
recipients' earned income will have a major 

impact on the cost of the negative income tax, 

as well as its political acceptability in terms 
of the dominant Puritan ethic." It seems to me 

that the selection of what to test for was quite 
sensitive to the political wind at the time the 

New Jersey experiment was being formulated. 

The other criteria, replicability, 

seems to me to be a useful one for bureaucrats 

responsible for allocating research money and 

who have the potential intervention of the 

government into the society as a concern. There 

is no point in such people experimenting with 

what can be done for a small experimental group 

if there is little hope of replicating the 

effort for a much larger group, presumably 

national in scope. 

Turning to the rural negative income 

tax experiment, I would first like to raise a 

few questions about measurement. It was 

mentioned that rental income would be imputed 

to home owners. In a panel study of income 

dynamics that has been going on at the Survey 

Research Center of the University of Michigan 

for the past two years it was found that be- 

tween five and six percent of farm families get 

free housing in connection with their job. It 
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might be desirable then to estimate the value 
of such housing in computing family income for 
the negative income tax experiment. 

In the same panel study we found that 
just under five percent of family heads had 
severe work limitations caused by mental or 
physical conditions. And another approximate 
eight percent had some limitation on the amount 
of work they could do --such things as being un- 
able to lift heavy weights, periods of pain and 
need for frequent rest periods. The incidence 
of work limitation is likely to be much higher 
among the poor than for a cross -section of the 
population. And, if one is interested in 
measuring work response to a money incentive, 
some account should be taken of the people who 
are precluded from responding by medical 
conditions. 

One final comment on measurement. All 
of us who have been involved in data gathering 
have given lip service to the desirability of 
doing.validation work along with field studies, 
but we have been grossly guilty of not doing 
it. In the case of the negative income tax 
experiment it would seem that the accuracy of 
reported financial information is of direct 
substantive importance. First, underreporting 
of income will result in overestimating the 
cost of such a program and, secondly, I would 
predict that one of the more articulated con- 
cerns of political decision makers will be the 
opportunity for cheating that a negative tax 
scheme will afford casual workers, the 
marginally self- employed and those in a 
position to substitute income in kind for cash 
flows. It also seems that these opportunities 
may exist relatively more in rural areas than 
in urban ones. I would strongly urge some 
validation work, at least on income reporting. 

Finally, I would like to raise what 
seems to me to be a couple of rather knotty 
ethical questions and ask what you are doing 
about them. Since some of the families you 
will be experimenting with will have been on 
welfare programs which provide them with income 
in kind and social services, they will pre- 
sumably be giving up their nonmoney benefits in 
exchange for cash. Cash will increase the con- 
sumption options of the family head but might 
have little effect on those of a wife and 
children. It is entirely possible that the 
dietary and medical needs of dependents could 
suffer with the change to a cash flow. Has any 
thought been given to the possibility that the 
experimenters may wish to intervene directly to 
alter an internal family mal- distribution of 
income? Another problem which is much more 
likely to occur involves the acquisition of 
consumer debt by people who have been assigned 
higher benefit levels in the experiment. When 
the experiment ends these people will pre- 
sumably end up with a much smaller income. 
Since the society has used them as experimental 
subjects, a good case can be made for not 
leaving them any worse off than they were 
before the experiment. 



DISCUSSION 

Martin Frankel, University of Michigan 

As the authors discovered, work in the 
area of optimal sample allocation for the esti- 
mation of what we might call "analytical" par- 
ameters is sorely needed. This lack of theory 
is compounded by the large gaps between the, 
literature of experimental design and the liter- 
ature of survey sampling. The experimental 
design and econometric literature usually assumes 
that we are taking simple random (with replace- 
ment) samples from hypothetical superpopulations. 
However, when the population of interest is 
widespread (e.g., families in the U.S.) practical 
economic probability sample designs are usually 
stratified and use clusters of sample elements. 
When regression models are used clustered samples 
usually induce positive covariance between error 
terms. Thus additional parametrization of the 
model would be required. 

In the Graduate Work Incentive Experiment 
the formal population was a small area in New 
Jersey, and a systematic element sample was used. 
However, if it is deemed desirable to be able to 
make formal statistical inference to the entire 
U.S., a clustered sample would probably be used. 

Independent of the type of probability 
sampling used (either simple random or clustered) 
there are two assumptions of the stated regres- 
sion model which are probably always violated to 
some extent. 
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The violation of the assumption of homo- 

scedasticity (equal error variances) is probably 

the less serious, resulting simply in a non- 

optimal allocation. However, assuming a known 
parametric form y bx may lead to serious prob- 
lems when certain very disproportionate alloca- 
tion schemes are used. 

We are all aware that given enough real 

multivariate data we can usually reject any 
specific parametric hypothesis concerning the 

functional distribution of conditional means. 

This fact does not deter us from assuming a given 

form for the regression equation when we feel 
that the specific violations in various subranges 

of the design values will tend to average out 
over the entire range of interest. However, 

whenever most of the sample is allocated to a 
specific subrange of design values, the specific 

anomaly found in that subrange will be overrep- 
resented in our estimate. 

Thus in situations where the optimal 

allocation is extremely disproportionate, we 

might want to proceed with caution before we 

actually allocate the real sample. 



DISCUSSION 
Nelson McClung, Urban Institute 

The Conlisk and Watts application 
of the principles of optimal allo- 
cations under risk to the design of 
social experiments is most helpful 
in assuring us that the activity is 
being conducted efficiently. Their 
analysis of research design is short 
one dimension --the timing of experi- 
ments. Clearly, a desirable feature 
of a good research design is comple- 
tion of the experiment prior to 
adoption of the program whose effects 
are being evaluated. 

Social experimentation is 
progress. It has been discussed 
idly for many years, always until 
quite recently rejected as unfeasible. 
But the next step must be to win 
acceptance for experimentation 
sufficiently prior to the time that 
there is general support for the 
programs that the results of ex- 
perimentation can be used in program 
design. The Administration proposed 
vanishing income supplement for 
families with children is a case in 
point. 

From a wish to avoid the un- 
knowns of work incentive effects, 
the President has said that the 
supplement would be employment 
conditioned. Given that the Employ- 
ment Services are State institutions 
and the responsibility for adminis- 
tration of manpower programs is to 
be transferred to State governments, 
the employment conditioning will be 
at quite local levels. Thus, there 
will continue to be opportunities 
as there are now in Public Assistance 
to use income supplementation as a 
device for maintaining an exploitable 
labor force. What sorts of sweated 
employments will become OJT programs? 

Because the Family Assistance 
System is a program for a demographic 
category, it will have socially dys- 
functional incentives not unlike 
those of AFDC, as people try to get 
into the favored category. The 
first child in a family of two adults 
is worth $1300 per annum. Whatever 
the program's impact in redistribu- 
ting income, it should work wonders 
in the redistribution of children. 
No poor home can afford to be without 
one. But the program should promote 
birth control because no poor home 
can afford to have two. 
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There are other design features 
which we can anticipate will make 
trouble. Hopefully, Congressional 
consideration will improve the design 
of the program, although it too fre- 
quently has not in the past. So, we 
seem to be embarked upon social ex- 
perimentation in the old fashioned 
sense of adopting a program with the 
thought that experience with it will 
suggest appropriate modifications. 
The difficulty with what we might 
call institutionalist experimentation 
is that experience alters the option 
set. Vested interests are created 
and expectations generated which 
effectively foreclose options which 
experience indicates would be superi- 
or except that they are inaccessible 
politically. 

Assuming that an income supple- 
ment program essentially similar to 
that of the Administration is enacted 
next year, the need for income main- 
tenance experiments will be not less 
but greater. Only the focus will 
shift. Experiments with higher guar- 
antees and higher tax rates will be 
useful in redesign of the income 
supplement which we can anticipate. 
A number of experiments on technical 
features of the program, such an 
experiment on income computation 
periods, should be undertaken. Then 
there are experiments relating the 
income supplement to other programs. 
The Seattle Manpower programs ex- 
periment is an example. One of the 
more important of these is the rela- 
tionship of health care to poverty 
and the need for income support. 

The work incentive issue is far 
from settled and will not be settled 
until much more econometric work has 
been done on household labor supply 
functions. Experiments which iden- 
tify age, sex, region, race, primary 
and secondary earners, primary occu- 
pation, and other possibly relevant 
dimensions of labor supply must be 
conducted, if we are ever to have 
reasonable accurate estimators of the 
labor supply response to transfers, 
taxes or grants. 
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SELECTING THE QUESTIONS TO BE ASKED 

Norman M. Bradburn, National Opinion Research Center and 
Graduate School of Business of the University of Chicago 

On her deathbed, Gertrude Stein is reported 
to have uttered these memorable words: "What is 
the answer? What is the answer? Ah, what is the 
question ?" And that is precisely the state I am 
in when asked to talk about the problem of select- 
ing questions for a questionnaire. What are the 
questions about questions that should be asked? 

I would like to share with you today some 
of my reflections on the extremely vexing problem 
of selecting the questions to be used in a survey 
research questionnaire. My remarks are directed 
specifically at the problems of choosing questions 
relating to social -psychological variables, which 
are being increasingly used in survey work con- 
cerning social programs. I believe, however, 
that many of the considerations relevant to the 
selection of questions on social -psychological 
variables will be pertinent to the choice of ques- 
tions on other types of variables. 

My reflections have led me to focus upon 
the difficulties involved in formulating adequate 
decision rules for the selection of social - 
psychological questions. As I see it, there are 
five principal obstacles to the development of 
clear decision rules: 

1. A lack of agreement among behavioral 
scientists about the appropriate 
social -psychological dependent vari- 
ables that are relevant to particular 
social programs; 

2. An inadequate conceptualization of 
those social -psychological vari- 
ables that are suggested for study; 

3. A relative lack of interest in 
systematic methodological research 
and survey measurement; 

4. The relative underdevelopment of 
measurement theory in survey work 
as compared with the sophistica- 
tion of sampling theory; and 

5. The special historical and cultural 
problems that affect the phraseology 
of questions. 

Let me discuss each of these obstacles 
briefly. The first two are intimately related 
to one another and concern the problem of knowing 
what concepts one wishes to measure. First of 
all, social psychologists themselves cannot agree 
on what the relevant variables should be, and 
second, because of the poor conceptual develop- 
ment of the variables that are suggested, there 
is not even a reasonable degree of consensus on 
their relative importance. Let me give as an 
example some problems that NORC faced in doing 
surveys connected with the evaluation of Manpower 
Training Programs. Increasingly, those involved 
in the evaluation of these programs believe that 
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some kinds of social -psychological factors may be 
important in determining the effectiveness of 
training programs, and even in some instances, 
that particular types of social -psychological 
changes should be viewed as important outputs of 
the program in addition to increased skill level. 
The extension of interest to factors other than 
narrowly defined economic ones is to be applauded. 
It is lamentable, however, that behavioral scien- 

tists, who appear to have succeeded in convincing 
economists that there is something more to the 
world than economic variables, cannot now come 
forward with better suggestions regarding the 
social -psychological variables to be studied. 

What are the kinds of variables that be- 
havioral scientists might propose as relevant to 

job training programs? Some would suggest vari- 
ables concerned with motivation, while others 
would emphasize the relationship between personal 
interests (or needs) and the characteristics of 
the job itself or the work environment; some might 
stress Variables relating to job satisfaction, 

while others would stress variables relating to 
managerial or supervisory styles. Still others 

might view the important variables to be those re- 
lated to an individual's general disposition to- 
ward society or alienation from work. In a 
general way these differing approaches can be 
grouped into those approaches concerned with in- 
dividual differences and with variables that are 
conceptualized as being within the individual; 
those approaches that stress variables relating 
to work organization and the social setting within 
which jobs are performed; and those approaches 
that cover both fronts by pointing to the impor- 
tance of the interaction between the two general 
types of variables. 

It is easy to point out that there is a lack 
of consensus among behavioral scientists about the 
importance of particular variables. It is not so 

easy to explain why such a lack of consensus 
should exist, or to suggest things that could be 
done to improve the situation. Although I have no 
good evidence, I strongly suspect that the situa- 
tion is fostered by two trends in the behavioral 
sciences that have been going on for some time. 
The first is that most research in the behavioral 
sciences limits itself to establishing the exis- 
tence of relationships among variables, and gives 
practically no attention to the assessment of the 
magnitude of those relationships. If one reads 
the professional journals in these fields, one has 

the feeling that psychologists and sociologists 
worship a god of "statistical significance" and 
have an unquestioning faith that all things which 
are statistically significant are equal in impor- 
tance in the world and that all things which are 
not statistically significant are totally unimpor- 
tant. Closely allied with such a mystical belief 
and aiding it is the fact that the great prepon- 
derance of research is carried out under labora- 
tory or other artificial conditions which make its 

applicability to real world phenomena extremely 



limited at best. Neither of these aspects of re- 
search is calculated to aid one in deciding what 
the practical importance of particular variables 
might be in real life situations. As the demand 
from those involved in applied behavioral re- 
search increases, I suspect that we shall see 
some changes in these trends. When challenged 
"to put up or shut up," I find it hard to believe 
that behavioral scientists will be able to shut 

up. 

Achieving a greater agreement about the im- 
portant variables to study would help in clarify- 
ing decision rules for selecting questions, but 
it certainly would not go the whole way. Even 
among those who agree in general about the im- 
portance of particular variables, there can be 
serious division regarding the conceptual status 
of specific variables. Take, for example, a 
variable such as job satisfaction. Is this a 

single -dimensional, two- dimensional, or n- dimen- 
sional variable? Is job dissatisfaction the 
opposite end of a single scale, with job satis- 
faction at the other end, or should job satisfac- 
tion be conceptualized as consisting of a single 
general factor with some number (usually unspeci- 
fied) of specific factors? Since job satisfac- 
tion is probably the area in which the greatest 
amount of research has been done, much of which 
has been conducted with fairly direct applied 
interest, one cannot be very optimistic about the 
chances for early clarification. 

If one looks at notions of work motivation, 
the picture is even murkier. Is a motive con- 
ceived as a generalized energizer or as a "push" 
toward particular goals or activities? Are 
motives related to kinds of activities or to the 
value of certain outcomes? How do motives differ 
from occupational values? The ways in which 
these problems of conceptualization are resolved 
will have significant implications on how the 
variables are viewed in relation to the particular 
program being evaluated, and therefore on the 
kinds of questions selected. As with the problem 
of agreement on the relevant variables, one can 
only hope that the greater need for conceptual 
clarity will force behavioral scientists to think 
through more thoroughly the nature of their con- 
cepts and to do the necessary work to resolve the 
difficulties. 

Let me now turn to two other related diffi- 
culties in the current status of the development 
of survey research methodology. These involve 
the apparent lack of interest in systematic meth- 
odological research and the underdevelopment of 
measurement theory in survey work as compared 
with the development of sampling theory. It 
seems a safe generalization that in the field of 
survey research, methodological research has a 
relatively low priority. This is not to say that 
there is no methodological research being con- 
ducted, but rather that the research that is done 
tends to be fragmented, local, unpublished, and 
usually specific to particular studies. The bulk 
of methodological research appears to be done for 

the internal benefit of large organizations, such 
as the Census Bureau, the Survey Research Center 
at the University of Michigan, and NORC. I ex- 
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pect that other academically based survey organi- 
zations, many commercial and market research 
firms, and individual scholars scattered around 
the country have also done important methodolo- 

gical work centered on their particular concerns. 
However, for the most part this work does not 
get published. With very few exceptions, syste- 
matic methodological work is notable by its 

absence. 

It is easy to see how this lack of interest 
is perpetuated. There is comparatively little 
professional payoff (at least in the behavioral 

sciences) for good methodological work in the 
area of variable measurement. Such payoff cur- 
rently goes to those who work on techniques of 
data analysis and in sampling theory. It is more 
difficult to discover why the reward system 
should operate in this fashion, because one would 
think that the value of sophisticated analytic 

techniques would be negated by the poor quality 

of the data being analyzed. Behavioral scien- 

tists appear to have a curiously ambivalent 
attitude regarding their data. Sometimes they 

take the stance that they know perfectly well 
that most of the data they use are of very poor 

quality and have a high amount of error, but they 
believe that sophisticated analytic techniques 

will enable truth to shine through all the data 
noise. On the other hand, at times they write 

and publish as if they were blissfully unaware 
that any serious measurement problems existed in 

the data and as if they need to be concerned only 
with sampling error, and sometimes not even with 
that. 

How does one explain this comparative lack 
of interest in response errors as compared with 

the fairly sophisticated development of psycho- 

metric models in the measurement of educational 

achievement and individual differences in abili- 
ties? I suspect, although I have no evidence, 

that the difference lies in the uses to which 
data in social research have been put, compared 
with the ways in which data are used in educa- 
tional systems and in personnel selection and 
placement. For the most part, survey data in the 
behavioral sciences have not been used to make 
important decisions concerning people's lives. 
There is every indication, however, that survey 

data will play an increasingly important role for 

social -planning purposes and in the evaluation of 

social programs. In addition, the allocation of 

large sums of money is now and will increasingly 
in the future be influenced by the results of 
sample surveys. Unfortunately, I believe that 
we are presently at a state where the quality of 

most survey data is too poor to support the uses 

to which it is put. We must work to improve very 
significantly the quality of data that we are 
collecting. 

There are a few signs that things are begin- 

ning to change for the better. One of the most 

promising is the publication by the Institute for 
Social Research at the University of Michigan of 
two volumes that attempt to survey the state of 

measurement in the areas of political attitudes,. 

and occupational attitudes and characteristics. 

John Robinson and his colleagues bring together 



in one place, to my knowledge for the first time, 
many different measures of the same variable, and 

attempt to review systematically the adequacy and 
usefulness of each measure. In many respects 
these volumes parallel those that have existed 
for years in the area of ability and achievement 
tests. It is perhaps an eloquent comment on the 
state of concern for methodology in survey work 
that such volumes should be only just now forth- 
coming. I trust that this is the beginning of a 
series which will be continuously improved and 
updated. 

The authors of these volumes have used 
three groups of criteria to evaluate the scales 
reported. These are: (1) criteria relating to 
item construction, such as the sampling of rele- 
vant content, item analyses, and adequacy of 
question wording; (2) response set criteria, that 
is, assessing the attention paid to problems of 
response bias, acquiescence set, etc.; and (3) 

psychometric criteria, such as measures of reli- 
ability, normative information on the scale, and 

the ability of the scale to discriminate between 
groups known to differ in the dimension of con- 
cern. The fact that these sets of criteria have 
been applied consistently to the evaluation of 
the scales presented in these volumes adds im- 
measurably to their usefulness. The overwhelming 
impression that one receives from reading these 
volumes is that even in areas which have been 
fairly well studied, such as the measures of job 
satisfaction, the level of scale development work 
is surprisingly low and the information necessary 
for adequate evaluation of many measures is 
simply not available. I hope that the publica- 
tion of these studies in systematic form will 
help rectify this situation. 

Finally, I would like to mention a set of 
problems that are extremely disturbing to anyone 
seriously interested in the methodology of ques- 
tion asking -- particularly disturbing because they 
seem so intractable. These difficulties stem 
from changes in linguistic usage across time and 
variations in usage among different subgroups 
within the same population or across different 
populations. In short, these are the vexing 
problems of the comparability of question meaning 
to the respondents at different points in time or 

at different points in space. Shifts in the use 
of language over time is a particular problem if 
one is interested in monitoring social change, 
such as changes in attitudes toward certain types 
of programs (for example, social security or 
social welfare programs), or is concerned with 
measuring changes in racial attitudes. To give 
just one example of the kinds of shifts that 
occur in word usage, in a study of racial atti- 
tudes in 1950 NORC asked white residents of 
neighborhoods in Chicago the following question: 
"Do you approve or disapprove of white and 
colored children being in the same schools to- 

gether?" In 1964 we were asking the question in 
this form: "Do you think white students and 
Negro students should go to the same schools or 
to separate schools ?" I expect that in the near 
future we shall be asking the question in terms 
of "Do you think white students and black stu- 
dents should go to the same or separate schools ?" 
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These alterations in wording are small and may be 

inconsequential adjustments to shifting usage. 

But on the other hand, we don't really know what 
are the effects of the changes. We all know that 
slight variations in the wording of a question 
may bring about relatively large shifts in the 
distribution of responses, but we have no syste- 
matic data that would allow us to approximate how 
much of the change in distributions is due to 
alterations in question wording and how much is 
due to real changes in opinion. 

It is perhaps fortunate that we do not have 
much that can pass for trend data in social or 

political attitudes, since the problem of change 
in question wording over time has not really been 

seriously faced. However, if we should begin to 

rely on surveys for significant social indicator 

data, much more serious consideration will have 
to be given to this problem. 

The problem of wording differences is not 
confined to changes over time but is also omni- 

present in cross -sectional research. We have 

taken it more or less as a canon of faith in sur- 
vey research that all respondents --all those who 
speak English at least -- should be asked the ques- 
tions in exactly the same wording, regardless of 

their educational level. The result of this 

article of faith is that questions addressed to 

nationwide samples are couched in a vocabulary 
that is presumed to be understandable by even 
poorly educated respondents. Such a presumption, 
however, may have little basis in fact for we 
know little about the way in which poorly edu- 
cated or minority -group respondents interpret 
questions worded in standard, albeit simplified, 

English. Many of us in survey research feel that 
there is probably considerable loss of informa- 
tion when the identical question wording is used 
for both middle -class and extremely poor or 
minority -group respondents. But we have not 
found any usable way to alter question wording so 
that it becomes appropriate to the characteris- 
tics of the respondent. On the other hand, I 

don't think we have tried very hard either. 

Recently the Social Science Research Coun- 
cil's Committee on Sociolinguistics sponsored a 
conference on "Language as Obstacle and as Data 
in Sociological Research." Participants in this 
conference pointed out that we need to be con- 
cerned not only with the problem of the meaning 
of words and sentences in interview schedules, 
but we should also pay some attention to the con- 

text within which interrogative sentences are 
embedded. The SSRC group called for more atten- 
tion to what they termed "the ethnography of ask- 
ing questions." In his report on this conference 
Allen Grimshaw noted: 

We simply do not know how to phrase ques- 
tions that will be meaningful to random 
samples of diversified populations. We 
suspect that fixed -choice questions should 
never be used in comparative studies. 
Since those who use them have not systemat- 
ically examined the possibly resulting 
biases, however, we have no way of estimat- 
ing the magnitude or direction of errors 



that are thereby introduced. . . . 

Social scientists must ask themselves 
some serious questions about how wisely 
they ask questions of their research sub- 
jects. Otherwise, continuing refinements 
in quantitative analysis of data will pro- 
duce only spurious or at best marginal 
increments of socially and sociologically 
relevant data.2 

This is a view that I believe deserves very seri- 
ous consideration by all those who are active in 
the area of survey research. 

From the foregoing discussion of five ob- 
stacles to the delineation of precise decision 
rules for selecting questions, we can now point 
to some rules of thumb for use in asking ques- 
tions about what questions to select. I would 
summarize these rules of thumb as follows: 

1. What is the theoretical relevance to 

the problem at hand of the social -psychological 
variables that I select for study? If I cannot 
specify what these variables are and at least 
what their theoretical relation is to the phenom- 
ena I am studying, then I should abandon the 
effort to measure them. 

2. From the best information I can get on 
operational measures of these variables, what 
measure best meets the criteria of good item con- 
struction and least susceptibility to response 
biases and has the best psychometric properties? 
It may turn out at this point that there are no 

scales which meet the minimum standards I have 
set for my research, and I must either abandon 
the effort to measure the variables or embark on 
a side excursion in developing new measures. 
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3. Finally, what are the characteristics 

of the population that I am surveying, particu- 

larly with regard to degrees of heterogeneity 

which might require different forms of questions 

for different segments of the population to be 

studied? While I believe it unlikely that one 

will find any measure that will have alternate 

forms of questions for differing subgroups of the 

population, I believe that the researcher should 

seriously ask himself whether he should not de- 

vote some of his precious research time to inves- 

tigating the potential biasing effects of using 

the same question form for all respondents. 

I have no illusions that the practice of 

survey research comes anywhere near to approxi- 

mating the ideal toward which we strive. I do, 

however, feel strongly that we must make very 

substantial improvements in our measurement 

standards if we are to fulfill the promise that 

survey research methodology has made to those 

who are engaged in social research. 

FOOTNOTES 

1John P. Robinson, Jerrold G. Rusk, and 

Kendra B. Head, Measures of Political Attitudes 

(Ann Arbor: Survey Research Center, Institute 

for Social Research, University of Michigan, 

September, 1968): John P. Robinson, Robert 

Athanasiou, and Kendra B. Head, Measures of 
Occupational Attitudes and Occupational Charac- 

teristics (Appendix A to Measures of Political 

Attitudes) (Ann Arbor: Survey Research Center, 

Institute for Social Research, University of 

Michigan, February, 1969). 

2Allen D. Grimshaw, "Language as Obstacle 

and as Data in Sociological Research," Items, 

v. 23, no. 2 (June, 1969), p. 21. 



HYPOTHETICAL QUESTIONS AS MEASURES OF LABOR MOBILITY* 

Herbert S. Parnes and Ruth S. Spitz, The Ohio State University 

Introduction 

In a dynamic economy, optimal allocation 
of resources depends upon the mobility of the 
factors of production. With respect to labor, 
this means that workers must be willing to 
move among jobs in response to perceived 
differentials in "net economic advantage." 
For example, if the economy were purely com- 
petitive, wage differentials for a given type 
of work would signify differences in contri- 
bution to social product. With perfect 
mobility, workers would respond to such 
differentials by moving from where their 
productivity is low (low -wage firms) to where 
it is higher (high -wage firms), and this flow 
would cause the wage to rise in the firms that 
are losing labor and to fall in those which 
are adding labor. When wage equalization 
occurred, labor of the given type would be 
optimally distributed among firms, and there 
would be no further stimulus to movement. 
Thus, in the theory of a competitive labor 
market, the processes of wage determination 
and labor allocation are intimately linked. 

The crucial role of labor mobility in 
imparting this kind of flexibility to the 
economy has stimulated a considerable amount 
of research on the subject, an important 
objective of which has been to ascertain the 
extent to which actual labor markets resemble 
the competitive model. For example, students 
of the labor market have attempted to ascer- 
tain how mobile the labor force is, who the 
mobile and immobile workers are, how much 
knowledge about alternative jobs workers have, 
the factors they take into account in making 
job decisions, and whether movement is actually 
in the direction of higher -wage jobs. In 
virtually all of this research, mobility has 
been measured by the frequency of job changes 
or by the length of service in a given job 
assignment. 

While data on actual job changes are 
important for some purposes, they leave some- 
thing to be desired as measures of mobility in 
the context of labor market theory. In that 
context mobility refers to the propensity of 
workers to make job changes in response to a 
perceived "net economic advantage" in doing so. 

The actual moves that workers make may or may 
not be reflections of such propensities. Job 
changes occasioned by layoff or discharge are 
clearly irrelevant to mobility in the above 
sense. Even if attention is confined to volun- 
tary job changes, differentials in movement may 
reflect differences in opportunities rather than 
in propensities to move. In this paper, we 
discuss a method of measuring mobility as a 
propensity to change jobs in response to economic 
incentives and present the results of such 
measurement for national samples of employed men 
in the age groups 16 -24 and 45 -59. 

Source of data 

As the first stage of a longitudinal 
analysis of labor market experience and behavior, 
interviews were conducted with national pro- 
bability samples of about 5,000 men 45 to 59 
years óf age and of the same number of male 
youth 14 to 24 years of age in the summer and 
autumn, respectively, of 1966. 3/ In addition 
to the kinds of attitudinal variables reported 
in this paper, detailed information was collected 
on current labor force and employment status, 
previous employment experience, characteristics 
of current job or most recent job for those with 
work experience, education and training, health, 
assets, income, and labor market status of other 
family members. Also, questions on retirement 
expectations were asked of the older group of 
men and questions on educational plans and 
occupational aspirations were asked of the youth. 
Five annual follow -up surveys of the two samples 
are planned, two of which have already been con- 
ducted. 4/ The five -year record of the work 
experience of the two samples that will ulti- 
mately be available will permit the predictive 
value of our mobility measures to be tested. 

A Conceptual Framework for Studying Mobility 

The relationships that we hypothesize among 
a worker's satisfaction with his job, his 
propensity to leave it for a more attractive 
alternative (mobility), and the probability of 
his actually making a voluntary job change may 
be represented schematically as shown in Figure 
1, where the arrows are intended to indicate the 

* The research reported here is part of an ongoing longitudinal study being conducted under 
contract with the Manpower Administration, U. S. Department of Labor under the authority of the Man- 
power Development and Training Act. A substantial portion of the paper is an adaptation of materials 
presented in the first report on that study: Herbert S. Parnes, et al., The Pre- Retirement Years 
(Columbus: The Ohio State University Center for Human Resource Research, October, 1968). Researchers 
undertaking such projects under Government sponsorship are encouraged to express their own judgments. 
Interpretations or viewpoints stated in this paper do not necessarily represent the official position 
or policy of the Department of Labor. 
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IV 
SATISFACTION 

Figure 1 

A CONCEPTUAL FRAMEWORK FOR STUDYING MOBILITY 

III 

LABOR MARKET CHARACTERISTICS 
. Number and characteristics of 

alternative job opportunities 
. Employer hiring specifications 

V 
MOBILITY 

VI 
PROBABILITY OF 

VOLUNTARY JOB 
CHANGE 

CHARACTERISTICS OF WORKER 
1. Value hierarchy 
2. Abilities 
3. Personality characteristics 
4. Knowledge of labor market 

VII 
TENURE 

II 

RELEVANT CHARACTERISTICS OF JOB 

All those job characteristics that 

"make a difference" to workers 

direction of influence. A worker's satisfaction 
or dissatisfaction with his job is conceived to 
be produced by the interaction of three sets of 
variables: the characteristics of the worker 
'(Box I), the characteristics of the job (Box II), 
and the characteristics of the labor market 
(Box III). For example, workers who differ in 
the relative values they attach to high income 
versus congenial personal relations would be 
expected, other things being equal, to register 
different degrees of satisfaction with a job in 
a small, low -wage firm. The characteristics of 
the labor market are also relevant, because they 
condition the worker's expectations. That is, 
the degree of satisfaction that a worker feels 
in a particular job depends in part upon the 
characteristics of other jobs he happens to know 
about. 
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Mobility (Box V), like satisfaction,is 
conceived to be purely an attitude on the part 
of the worker. While it is related to satis- 
faction (note the arrow between IV and V), it 
is not exclusively a product of it, since the 
characteristics of the worker, the job, and the 
labor market may combine to produce a high 
propensity to change jobs even when satisfaction 
is high or a low propensity even in the face of 
dissatisfaction. For example, a worker who 
places a high premium on security may be 
unwilling to sacrifice his seniority in his 
present job despite dissatisfaction with it on 
othér grounds, while an equally dissatisfied 
worker to whom security is not as important 
would have fewer reservations about leaving. Or 
a worker with low satisfaction may nevertheless 
be reluctant to leave his job because of a 



personality structure that makes him fearful of 
entering a new and unknown environment. 
Since mobility refers to a worker's willingness 
to take another job that is presumably available, 
it might appear that the character of the labor 
market is irrelevant. But this is not the case. 
Since there is no assurance that any proffered 
job will be permanent, a worker's reaction to 
exchanging his present job for another will be 
influenced by his appraisal of the availability 
of other opportunities should he experience a 
layoff or should the new job for some other 
reason not meet his expectations. 

The probability that a worker will actually 
make a voluntary job change (Box VI) depends not 
only on his propensity to respond to more 
rewarding opportunities (mobility), but also on 
the opportunities for movement provided by the 
labor market (Box III) and those personal 
characteristics that determine (a) the extent of 
his knowledge of alternative jobs, CO) his 
initiative and vigor in pursuing them, and (c) 

his attractiveness to other employers (Box I). 
Thus, high mobility does not result in movement 
unless there are more attractive jobs that the 
individual knows about and unless he is accept- 
able to other employers. Labor market 
characteristics, it should be noted, play a dual 
role in affecting the probability of a job 
change: they condition the worker's attitude 

toward his present job and possible alternatives 
(satisfaction and mobility) and, at the same 
time, determine the possibilities for actual 
movement. 

The broken line between Boxes VI and VII 
is intended to signify that tenure is the retro- 
spective or historical reflection of the 
probability of movement. The arrows between 
Box VII and Boxes I and II indicate that length 
of service in a job operates indirectly to 
affect satisfaction and mobility through its 
direct effect on the characteristics of the job 
and the worker, particularly the former. A job 
in which a worker has served for ten years 
differs from the same job when he first entered 
it both because his tenure creates important 
equities (e.g., protection against layoff, 
vacation and pension rights) and because 
psychological and sociological bonds tend to be 
stronger. The characteristics of the worker 
also are affected by tenure. For instance, his 
relative attractiveness to his employer as 
compared with his attractiveness to other 
employers may be expected to increase as the 
result of the development of skills that are 
more or less specific to the particular firm. 

Measures of Satisfaction and Mobility 

Satisfaction It is difficult to define 
job satisfaction operationally, unless one 
uses the approach suggested by Hoppock in his 
early work on the subject: job satisfaction 
is "any combination of psychological, physio- 
logical, and environmental circumstances that 
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causes a person truthfully to say 'I am satisfied 
with my job.'" Our measure of satisfaction 
is just this simple. Respondents were asked 
"How do you feel about the job you have now? Do 
you like it very much, like it fairly well, 
dislike it somewhat, or dislike it very much?" 
From the standpoint of our present interest, this 
measure leaves something to be desired because it 
is not clear to what extent a respondent is 
reacting to the intrinsic nature of the work he 
does and to what extent his response reflects 
his attitude toward such extrinsic factors as 
rate of pay, hours of work, nature of supervision, 
etc. Since there are questions in the interview 
schedule on the factors liked best and factors 
liked least about the job, we shall eventually be 
able to do some experimentation to see whether 
differentiating between the two sources of 
satisfaction and dissatisfaction makes a 
difference so far as interfirm mobility is 
concerned. 

As in virtually all previous surveys that 
have used a similar question, the vast majority 
of employed men -- about nine- tenths of the 
younger sample and a slightly larger proportion 
of the older group -- express positive attitudes 
toward their jobs, and negligible numbers -- only 
about 2 percent -- express strongly unfavorable 
attitudes (Table 1). 10 If those who report 
only moderately favorable attitudes are grouped 
with the two categories expressing some degree 
of dislike of their jobs, we have two nearly 
equal groups -- those who like their jobs very 
much and all others. 

Mobility In view of the definition of 
mobility as a propensity to respond to perceived 
economic differentials, we wished to devise a 
simple measure that would abstract from the 
respondent's knowledge of the job market and from 
the number of opportunities that might exist for 
him, given his characteristics and those of the 
local labor market area. Moreover, we wanted our 
measure to relate exclusively to propensity to 
change employers -- either within or outside the 
local labor market area. We therefore asked 
each respondent employed as a wage or salary 

worker the following question: "Suppose someone 

in this area offered you a job in the same line 
of work you're in now. How much would the new 
job have to pay for you to be willing to take 
it ?" An identical question was asked relating 
to a hypothetical job somewhere outside the local 
area. In both cases, responses were coded in 
relation to current wage rates. Thus, employed 
males are classified in terms of the percentage 
increase in rate of pay that they report would be 
necessary to induce them to make (1) an interfirm 
shift in the same labor market area, and (2) a 
geographic shift to some other area of the 
country. The distributions for both the younger 
and older men are shown in Table 2. 

As anticipated, there are substantial 
differences in this measure of mobility between 
the two age groups and, within each group, 
depending upon whether the reference is to a job 



Table 1 

Satisfaction with Current Job: Employed Men 16 -24 (a) and 45 -59 Years of Age, 1966 

(Percentage distribution) 

Degree of satisfaction 16 -24 years of age 45 -59 years of age 

Like it very much 49 57 
Like it fairly well 40 35 
Dislike it somewhat 7 5 
Dislike it very much 2 2 

Not ascertained 1 1 
Total percent 100 100 

Total number (thousands) 5,828 13,895 

NOTE: In this and all subsequent tables, absolute figures are population estimates based 
on the number of sample cases. Percentages may not add to 100 because of rounding. 

(a) Excludes those enrolled in school. 

Source: National Longitudinal Survey 

Table 2 

Reaction to Hypothetical Job Offer In and Outside of Local Area: Employed Male Wage 
and Salary Workers 16 -24 (a) and 45 -59 Years of Age, 1966 

(Percentage distribution) 

Reaction to hypothetical 
job offer 

Job offer in local area 'Job offer outside local area 

16 -24 years 
of age 

45 -59 years 
of age 

16 -24 years 
of age 

45 -59 years 
of age 

Would accept at same or 
lower wage 20 13 9 8 

Would accept for wage 
increase of less than 
10 percent 8 4 3 1 

Would accept for wage 
increase of 10 -50 percent 40 28 24 14 

Would accept for wage 
increase of more than 
50 percent 9 9 22 14 

Would not accept at any 
conceivable wage 15 35 29 50 

Not ascertained 8 11 13 13 

Total percent 100 100 100 100 

Total number (thousands) 5,566 11,011 5,566 11,011 

NOTE: See note, Table 1 

(a) Excludes those enrolled in school. 

Source: National Longitudinal Survey 
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change in the locality or to one that would 
require a change of residence. 11 A fifth of 
the young men but only an eighth of the older 
group report a willingness to accept a job at 
the same -- or even a lower -- wage rate. At 

the other extreme, 35 percent of the older men 
but only 15 percent of the youth indicate com- 
plete immobility -- an unwillingness to take 
another job in the area at wage rate. In 

reacting to a job outside the local area, the 
proportions of completely immobile workers 
become one -half and about three- tenths for the 
older and younger age groups, respectively. 

We are aware of the limitations of hypo- 
thetical questions as predictors of actual 
behavior. For one thing, irrespective of 
the subject matter, it is virtually impossible 
to specify all of the hypothetical conditions 
that might affect an actual decision. In the 
present case, for example, what exactly is 
meant by the qualification that the hypothetical 
job is "in the same line of work ?" How large is 
the firm and how stable are its operations? How 
conveniently is it located to the respondent's 
residence? These and many other factors would 
doubtless be considered by an individual in a 
"real life" situation. Moreover, it has also 
been observed that responses to hypothetical 
questions may simply reflect the respondent's 
view of how he ought to behave rather than 
indicate how he would behave. This objection 
seems less relevant to the present application, 
since it is doubtful that there are strong moral 
or ethical considerations involved in most labor 
market decisions of this kind. 

In any case, it is not our intention to 
interpret any of these responses literally. It 

is not necessary to debate whether the sub- 
stantial minority of older men who say they 
would not change jobs for any conceivable wage 
increase would really turn down a job paying a 
million dollars a year. Our only purpose is to 
categorize individuals according to their 
relative mobility, i.e., their propensity to 
respond to economic incentives in the labor 
market. We therefore assume only that workers 
who say that they would change jobs for a small 
(or no) wage increase are more mobile than those 
who would require a larger increase, and that 
the least mobile of all are those who assert 
that they can conceive of no wage increase that 
would induce them to change. In the analysis 
that follows, which is confined to a considera- 
tion of mobility within the local labor market, 
we designate as "mobile" those workers who 
report a willingness to take another job at any 
specified wage and as "immobile" those who 
report that they would not take another job at 
any conceivable wage. 

Some Correlates of Mobility 

Tenure and type of occupation The hypo- 
thesized relationship between length of service 
and mobility as measured by the hypothetical 
job offer question is strong in the case of the 
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older group of workers (Table 3). While 64 
percent of these workers with less than 10 years 
of service are mobile, only 43 percent of those 
with 20 or more years are. In the case of the 
younger group, there is virtually no such 
relationship (Table 4), probably because of the 
very limited variability in tenure among this 
group whose oldest members are only 24 years of 
age. 

Among the younger group of workers there 
is no perceptible difference in mobility between 
white collar and blue collar workers -- about 
three - fourths of each are mobile. In the case 
of the older men, however, there is an interest- 

ing interaction between type of occupation and 
length of service. Among those with fewer than 
20 years of service, blue collar workers manifest 
a consistently greater willingness to change 
employers for more money than do white collar 
workers. The interoccupation difference in the 
proportion of mobile workers is 7 percentage 
points both among those with less than 10 years 
and those with 10 -19 years of service. However, 
the difference is reversed for those with over 
20 years of service, among whom 45 percent of 
the white collar and 41 percent of the blue 
collar workers are mobile. Stating this another 
way, long tenure appears to have a more sub- 
stantial influence in reducing the mobility of 
blue collar than of white collar workers, 
doubtless because of the greater relative 
importance of seniority in providing job security 
for the blue collar group. 

Degree of job satisfaction Among the 

45 -59 year age group, degree of job satisfaction 
and mobility are related in the expected manner: 
men who say they like their jobs very much are 
less likely to be mobile than those who express 
lesser degrees of satisfaction (Table 5). The 
difference virtually disappears, however, for 
men with 20 or more years of service. In other 
words, degree of satisfaction and length of 
service exert independent influence on mobility 
only through part of the total range of length 
of service. Once a worker has accumulated enough 
service, the degree of satisfaction he feels in 
his job is almost irrelevant to his willingness 
to make a change. It is worth noting that the 
longest service workers who express some 
reservations about their jobs are nevertheless 
less mobile even than short service workers who 
express the highest degree of satisfaction. 

The inverse relationship between degree of 
job satisfaction and mobility is also evident in 
the case of youth (Table 6). Among both white 
collar and blue collar employees between the 
ages of 16 and 24, less than three -fourths of 
those who are highly satisfied are classified as 
mobile, as compared with four -fifths of those who 
express lesser degrees of satisfaction with their 
jobs. 



Table 3 

Mobility, (a) by Length of Service in Current Job and Type of Occupation: 
Employed Male Wage and Salary Workers 45 -59 Years of Age, 1966 

Length of service and 
type of occupation 

Total number 
(thousands) 

Percentage distribution 

Mobile Immobile hot 
ascertained 

Total 

Less than 10 years: 
White collar 1,536 59 27 14 100 
Blue collar 2,479 66 23 10 100 
Total (b) 4,630 64 25 11 

10 -19 years: 
White collar 1,016 48 38 14 
Blue collar 1,664 55 38 8 
Total (b) 2,916 52 38 10 100 

20 or more years: 
White collar 1,360 45 43 12 100 
Blue collar 1,850 41 49 10 100 
Total (b) 3,397 43 46 100 

Total employed: (c) 

White collar 3,932 52 35 13 100 

Blue collar 6,030 55 35 9 100 

Total (b) 11,011 54 35 11 100 

NOTE: See note, Table 1. 

(a) Based on response to hypothetical job offer. Respondents who specified a wage 
at which they would accept proffered job are classified as mobile. Those who 
said they would not accept the job at any conceivable wage are classified as 
immobile. 

(b) Totals include 746 thousand service workers, 281 thousand farm workers, and 
23 thousand individuals for whom occupation was not ascertained. 

(c) Includes 68 thousand for whom length of service was not ascertained. 

Source: National Longitudinal Survey 

Table 4 

Mobility, (a) by Length of Service and Type of Occupation: Employed Male Wage and 
and Salary Workers 16 -24 Years of Age, Not Enrolled in School, 1966 

Length of service and 
type of occupation 

Total number 
(thousands) 

Percentage distribution 

Mobile Immobile 
Not 

ascertained 
Total 

Less than 1 year: 
White collar 616 75 12 13 100 
Blue collar 1,972 78 15 7 100 

Total (b) 2,937 77 14 9 

1 -2 years: 

White collar 528 76 15 9 100 

Blue collar 1,049 78 16 7 100 
Total (b) 1,724 77 16 7 100 

3 or more years: 
White collar 215 77 17 6 100 
Blue col 576 76 15 8 loo 
Total kb) 895 76 16 8 100 

Total employed: (c) 

White collar 1,359 76 14 10 100 
Blue collar 3,598 78 15 7 100 

Total (b) 5,566 77 15 8 100 

NOTE: See note, Table 1. 

(a) See footnote (a), Table 3. 
(b) Totals include 355 thousand service workers, 199 thousand farm workers and 53 thousand 

individuals for whom occupation was not ascertained. 
(c) Totals include 8 thousand workers for whom length of service was not ascertained. 
Source: National Longitudinal Survey 
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Table 5 

Mobility, (a) by Length of Service in Current Job and Degree of Job 
Satisfaction: Employed Male Wage and Salary Workers 45 -59 Years of Age, 1966 

(Percentage distribution) 

Length of service and 
degree of satisfaction Total number 

(thousands) 
Mobile Immobile 

Not 
ascertained 

Total 

Less than 10 years: 
Like job very much 2,446 58 32 11 100 
All other 2,143 71 18 11 100 
Total (b) 4,630 64 25 11 100 

10 -19 years: 
Like job very much 1,670 47 42 11 100 

All other 1,222 60 32 8 100 
Total 2,916 52 38 10 100 

20 or more years: 
Like job very much 1,990 42 48 10 

All other 1,377 44 11 100 

Total (b) 3,397 43 46 11 loo 

Total employed: (c) 

Like job very much 6,141 50 40 11 100 

All other 4,776 60 29 10 100 

Total (b) 11,011 54 35 11 100 

NOTE: See note, Table 1. 

(a) See footnote (a), Table 3. 

(b) Totals include 94 thousand workers for whom degree of job satisfaction was not ascertained. 
(c) Total includes 68 thousand workers for whom length of service was not ascertained. 

Source: National Longitudinal Survey 

Table 6 

Mobility,(a) by Type of Occupation and Degree of Job Satisfaction: Employed Male Wage 
and Salary Workers 16 -24 Years of Age, Not Enrolled in School, 1966 

(Percentage distribution) 

Type of occupation 
and degree of 
satisfaction 

Total number 
(thousands) 

Mobile Immobile Not 
ascertained 

Total 

White collar: 
Like job very much 755 72 17 11 
All other 605 81 11 9 loop 

Total 1,359 76 14 lop 100 
Blue collar: 

Like job very much 1,639 74 20 6 100 
All other 1,960 81 11 8 

Total 3,598 78 15 7 loo 
Total employed: (b) 

Like job very much 2,666 73 19 8 100 
All other 2,898 81 11 8 100 
Total 5,566 77 15 8 loo 

NOTE: See note, Table 1. 

(a) See footnote (a), Table 3, 

(b) Totals include 355 thousand service workers, 199 thousand farm workers and 53 thousand 
workers for whom occupation was not ascertained. 

Source: National Longitudinal Survey 
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Relation Between Mobility 
Measure and Actual Job Movement 

The pronounced relationships that have been 
found to exist between our measure of mobility 
and age, tenure, and degree of job satisfaction 
are precisely what one would expect of a variable 
that did, indeed, represent the propensity of a 
worker to change jobs. Nevertheless, the real 
test of the validity of the measure lies in its 
ability to discriminate, in the context of our 
conceptual framework, between those who do and 
those who do not make voluntary job changes. 
More specifically among the hypotheses that we 
shall wish to test as the work experience of our 
samples unfolds are the following: (1) workers 
Whom we have classified as mobile are more likely 
than those designated as immobile to make 
voluntary job changes over the five years of the 
study; (2) among mobile workers, those in "tight" 
labor markets (low unemployment) are more likely 
to change jobs voluntarily than those in "loose" 

labor market areas; (3) controlling for occu- 
pation, the probability that a mobile worker 
will make a voluntary job change is positively 
related to (a) his education and training and 
(b) the extent of his knowledge about the labor 
market. 

The only relevant tabulations of follow -up 
data that are yet available to us relate the 
mobility characteristics of the older group of 
men to whether they had changed employers 
between the 1966 and 1967 surveys. Table 7 
shows the proportions of wage and sa]ary workers 
in 1966 who made voluntary job changes between 
the two survey dates, classified according to 
length of service in their 1966 jobs and accord- 
ing to the degree of mobility they evidenced in 
the 1966 survey. 13 Men who had been classified 
as mobile on the basis of their responses in 
1966 to the hypothetical job offer question were 
more than twice as likely as those classified 
as immobile to have made voluntary job changes 
between the 1966 and 1967 surveys. This overall 
difference of about 4 percentage points is 
statistically significant. 

Much of the relationship between our measure 
of mobility and the probability of actual move- 
ment is a reflection of the inverse relationship 
already described between the mobility measure 
and length of service in 1966 job, since it is 
well known that the probability of voluntary 
job separation is inversely related to length 
of service. It is important to inquire, there- 
fore, whether the mobility measure discriminates 
between voluntary job changers and non - changers 
within length of service categories. The 
answer to this question appears to be affirma- 
tive. Although the differences in the voluntary 
separation rates of mobile and immobile workers 
are not large enough to be statistically 
significant at the 5 percent level, their 
consistency allows some confidence that they are 
real rather than simply reflecting sampling 
variation. As the number of persons who leave 
their 1966 jobs increases during the 5 years of 
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the study, we shall probably be able to arrive 
at a more positive conclusion on this matter. 

If one accepts the figures in. Table 7 at 

their face value, the mobility measure shows a 
stronger relationship to voluntary job changing 
among long -service than among short- service 
workers. Among those with less than 10 years 
of service, men classified as mobile are only 
slightly more likely than those classified as 
immobile to have changed jobs (11.6 versus 8.6 

percent); among men with 10 -19 years of service, 
the mobile are three times as likely as the 

immobile to have changed jobs (3.4 percent versus 
1.1 percent) and among those with 20 or more 
years of service, eight times as likely (2.4 
percent versus 0.3 percent). 

Stated another way, length of service 
appears to have an effect on the probability of 
a voluntary separation that is independent of 
the worker's propensity to move as measured by 
the hypothetical job offer question. This may 
mean that there are dimensions of mobility that 
the question does not measure. Alternatively, 
or additionally, it may reflect the fact that 
tenure is associated with characteristics of the 
worker that interact with the characteristics of 
the labor market in such a way as to cause 
opportunities for movement to be different for 
workers with different periods of service in 
their current jobs. The positive association 
between length of service and age is an obvious 
example. It is also clear that long service 
in a job makes a worker more valuable to the 
current employer, who is therefore more likely 
than he would be in the case of a shorter service 
employee to match an offer from a competing 
employer, and thus prevent the job change. 

Conclusion 

Frain a methodological point of view, our 
findings to date suggest that a question posing a 
hypothetical job offer can be used as a measure 
of the mobility of workers, defined as their pro- 
pensity to change employers in response to a 
perceived economic advantage in doing so. Addi- 
tional analysis of the data over a longer period 
of time and in relation to additional variables 
will be necessary before we can be confident that 
the measure provides a substantially better basis 
for predicting actual job changes than length of 
service alone would provide. 

From a substantive point of view, perhaps 
the most important conclusion to be drawn from 
our findings thus far is that labor mobility is a 
much more complex phenomenon than would be 
imagined on the basis of conventional labor market 
theory, which tends to conceive of labor as a more 
or less homogeneous and fluid factor continuously 
flowing -- or at least oozing -- in the direction 
of net economic advantage. While this conception 
is doubtless valid and adequate for many purposes, 
it neglects the rich variety of behavior that 
actually exists in the labor market. A full 
Understanding of how the labor market operates 
requires knowledge of who the mobile and immobile 



Table 7 

Number of Wage and Salary Workers Employed in 1966 and Proportion$biaki.ng Voluntary Job 
Changes ) between 1966 and 1967, by Length of Service and Mobility kb in 1966 Job: Men 45 -59 

Years of Age in 1966 

Length of service 
in 1966 job 

Mobile workers, 1966 Immobile workers, 196E Total (d) 

Number 
(thousands) 

Percent 

voluntary 
changers 

Number 
(thousands) 

Percent 
voluntary 
changers 

Number 
(thousands) 

Percent 
voluntary 
changers 

10.6 

2.2 

1.3 

5.4 

Under 10 years 

10 -19 years 

20 or more years 

Total (c) 

2,953 

1,520 

1,449 

5,967 

11.6 

3.4 

2.4 

7.1 

1,154 

1,105 

1,573 

3,848 

8.6 

1.1 

0.3 

3.0 

4,630 

2,916 

3,397 

11,011 

NOTE: See note, Table 1. 

(a) The data probably understate slightly the number of job changers for two reasons. First, 
5.8 percent of the 1966 sample were not re- interviewed in 1967, 1.7 percent because they 
could not be located. The latter group probably includes a disproportionately large number 
of job changers. Second, as the result of a tabulation error, persons who shifted from a 
wage or salary job in 1966 to self -employment in 1967 are not included among the job changers. 

(b) See footnote (a), Table 3. 
(c) Totals include 68 thousand workers for whom length of service was not ascertained. 
(d) Totals include 1,196 thousand workers for whom mobility was not ascertained. 

Source: National Longitudinal Survey 

workers are and of the various characteristics of 
individuals and of the environment that condition 
their responses. The framework for analysis 
presented in this paper offers some hope of 
shedding additional light on questions of these 
kinds. 

FOOTNOTES 

1 For a fuller treatment of conventional 
labor market theory and a critical evaluation of 
it, see Lloyd G. Reynolds, The Structure of Labor 
Markets (New York: Harper and Brothers, 1951). 

2 For a review of the literature, see 
Herbert S. Pernee, "Labor Force: Markets and 
Mobility," International Encyclopedia of the 
Social Sciences (New York: The Macmillan Company 
and The Free Press, 1968), Vol. 8, pp. 481 -487. 

3 The samples were designed by the U.S. 
Bureau of the Census, and interviewing was done 
by the same Census enumerators who are 
responsible for the Current Population Survey. 
For a description of the sampling, interviewing, 
and estimating procedures, see Herbert S. Parnes, 
Belton M. Fleisher, Robert C. Miljus, Ruth S. 
Spitz and Associates, The Pre - Retirement Years: 
A Longitudinal Study of the Labor Market 
Experience of the Cohort of Men 45 -59 Years of 

(Columbus: The Ohio State University Center 
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for Human Resource Research, October, 1968) 
Volume 1, Appendix B, and Herbert S. Parnes, 
Robert C. Miljus, Ruth S. Spitz and Associates, 
Career Thresholds: A Longitudinal Study of the 
Educational and Labor Market Experience of Male 
Youth 14 -24 Years of Age (Columbus: The Ohio 
State University Center for Human Resource 
Research, February, 1969) Volume 1, Appendix B. 

4 Comparable studies are being made of 
two age groups of women: 14 to 24 and 30 to 44 
years old. No tabulations for either of these 
are as yet available. 

5 We use "job" in this paper to refer to 
an affiliation with a particular employer rather 
than to service in a particular occupation, 
although we believe that the conceptual frame- 
work is equally relevant to occupational mobility. 

6 One study has found that among workers 
with equal starting salaries, those whose previous 
jobs had paid more had higher quit rates than 
those who had come from lower- paying jobs. 
Reported in Frederick Herzberg et. al., Job 
Attitudes: Review of Research and Opinion 
(Pittsburgh: Psychological Service of Pittsburgh, 

1957), p. 106. 

7 See Nancy Morse, Satisfactions in the 
White Coller Job (Ann Arbor: University of 
Michigan Press, 1953), p. 53. 



8 For a recent review of the literature 
on job satisfaction which stresses the diffi- 
culties of definition, see Bonnie Carroll, Job 
Satisfaction, Key Issues Series - No. 3, (Ithaca: 

New York State School of Labor and Industrial 
Relations, February, 1969), pp. 2-3. 

9 Robert Hnppock, Job Satisfaction (New 
York: Harper and Brothers, 1935), p. 4+7. 

10 It seems doubtful that many workers 
can psychologically afford to admit (even to 
themselves) dissatisfaction with a situation in 
which they apparently "choose" to remain. 
"Well, I guess I'm satisfied or else I wouldn't 
have stayed here, would I ?" is not an atypical 
response by manual workers to a question on job 
satisfaction. 

11 Because the samples are not purely 
random, conventional tests of statistical signi- 
ficance cannot be used. Using a formula 
suggested by Bureau of the Census statisticians, 
we have constructed charts which indicate 
roughly, for different ranges of bases and 
different magnitudes of the percentages them- 
selves, whether a measured difference between 
two percentages may be considered to be signifi- 

191 

cant at the 5 percent level. (See The Pre - 
Retirement Years, cit., Appendix C, pp. 
258 -266; Career Thresholds, 22. cit., Appendix C, 
pp. 213 -221). In this paper, we attach 
appropriate qualifications to any findings that 
do not meet this test of significance. 

12 See, for example, Claire Selltiz, 
Marie Jahoda, Morton Deutsch, and Stuart W. Cook, 
Research Methods in Social Relations (New York: 
Holt and Company, 1960), p. 250; John Dollar, 
"Under What Conditions Do Opinions Predict 
Behavior ? ", Public Opinion Quarterly, Winter, 
1948, pp. 628 -632; S. L. Payne, The Art of 
Asking Questions (Princeton: Princeton Uni- 
versity Press, 1951), p. 236. 

13 These data probably slightly under- 
state the proportions of wage and salary workers 
in 1966 who made job changes. For one thing, 
5.8 percent of the 1966 sample were not 
re- interviewed in 1967, including 1.7 percent 
who could not be located, among whom there were 
probably a disproportionate number of job 
changers. Secondly, men who shifted from wage 
and salary jobs to self- employment have 
inadvertently been excluded from the job 
changers. 
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EFFECTS OF ALTERNATIVE POLICIES FOR ALLOCATING FEDERAL AID FOR EDUCATION TO THE STATES* 

Marilyn E. Manser, Thomas H. Naylor, and Kenneth L. Wertz, Duke University 

Introductiòn 

Two distinct lines of inquiry have been 
pursued in the analysis of state and local 
governmental expenditures. In his recent work, 
Governmental Problem Solving: A Computer 
Simulation of Municipal Budgeting, Crecine repre- 
sents the methodological split as follows: 

The assumption that participants in the 

budget -making process are passive instru- 
ments who will come up with a predeter- 
mined solution to the problem of (public) 
resource allocation...by following 
economic dictates and service demands... 
vs. the assumption that budget -makers 
are organizational decision -makers and 
problem -solvers who structure complex 
problems, generate alternatives, and 
make choices on the basis of some 
criteria, is a real difference (3, p.20). 

The first approach has informed a vast literature 
which searches among socioeconomic factors such 
as income and population density for determinante 
of public expenditures. The second and newer 
approach has stimulated investigations of the 
decision -making behavior of public officials. 

It is the relevance of much of this latter 
evidence to states' expenditures for education 
which the present paper explores. After develop- 
ing and estimating a model suggesting the manner 
in which such outlays might be set, we consider 
via simulation some of the model's normative 
applications to the problem of allocating 
federal aid for education among the states. 

Development of the Model 

As mentioned above, the focal point of this 
study is the behavior of participants in the 
budgetary process. It will be offered herein 
that at least three factors are prominent to the 
state officials responsible for drafting and ap- 
proving the budget for a state's expenditures on 
education: (a) the amount spent on education by 
the state in the previous year; (b) the amounts 
spent on education by neighboring states in the 
previous year; and (c) the amount of federal pay- 
ments for education to the state in the previous 
year. All factors will be regarded on a per 
capita basis. These variables are discussed in 
turn and in reference to the model (1): 

(1) St . aiSt -1 + + -1 + 

The superscript i refers to one of the forty - 
eight coterminous states; the subscript t marks 
annual steps, t . 1951,...,1965. 

(a) Past expenditures by the state, 

An entirely rational approach to the 
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allocation of public funds Among public uses can 
be achieved in theory when one possesses a 
thoroughly defined system of values, certain 
knowledge of the consequences of a completely de- 
fined set of alternatives, and certain knowledge 
of their attendant costs. In practice, one 

attempting this comprehensive review of a budget 
finds "the absence of any single operational meas- 
ure of efficiency in the public sector, uncertain- 
ty as to the result of alternative courses of 
action, and (one's limited capacity) to process 
the necessary information," 0). Davis, 
Dempster, and Wildaysky, following the lead 
of Wildaysky's work, observe that participants 
in budgeting, in reaction to the realities 
above, 

deal with their overwhelming burdens 
by adopting aids to calculation. By 
far the most important aid to calcu- 

lation is the incremental method. 

Budgets are almost never actively 
reviewed as a whole in the sense of 
considering at once the value of all 
existing programs as compared to all 
possible alternatives. Instead, this 
year's budget is based on last year's 
budget, with special attention given 
to a narrow range of increases or 
decreases. Incremental calculations 
proceed from an existing base, 
(4, pp. 529 -530). 

This observation, registered again in Crecine's 
study (3) of municipal budgeting in three large 
cities and again in Gerwin's examination (5, 6) 

of budgeting in a municipal school system, pro- 
motes the appearance of past expenditures for 

education as an ingredient of the decision to be 
made with respect to current expenditures (7). 

Sharkansky's use (14) of past expenditures 
as an explanatory variable provoked Harlow (8) 
to assert that while it probably enhanced the 
prediction of a given state's expenditures, it 

contributed little to the explanation of why 
states differ in per capita expenditures at a 

given point in time to transfer that question to 
an earlier year. It must be evident that over 
a long period of time, public officials do not 
have sole control over the magnitude of public 
expenditures; extraordinary events such as a 
prolonged depression or a total war visibly dis- 
rupt the stability of the process as it has been 
described here. Other economic and sociological 
shifts may also impinge upon public administra- 
tors. But the theoretical and empirical work 
cited above provides important material for the 
suggestion at least that short run (this study 
suggests about a decade by implication, though 
that matter is unclear) differences in per 
capita expenditures reflect in part short run 
differences in administration. Or again, it is 

entirely possible that a governmental budgetary 
system can operate according to its own devised 
rules within rather loose constraints presented 



by external forces until the products of this 
procedure induce a revision of the constraints 
(3). Rather than forcing an exclusive choice of 
the two approaches, the one focusing on socio- 
economic characteristics and the other on the 
budgetary process, or designating one as explana- 
tory and the other as predictive, it would seem 
more advantageous to work towards their union. 
Perhaps that task can proceed when both modes of 
inquiry are more fully explicated. 

(b) Expenditures in neighboring states, 

In lieu of measures of appropriateness 
(e.g., efficiency) and full examination of 
alternatives and their costs, another way in 
which state officials can monitor their actions 
is by surveying what their colleagues in other 
jurisdictions are doing. Benson (1) has stressed 
the influence of the process of comparison upon 
expenditures for education. Walker's. study (16) 
of the adoption of innovations by state govern- 
ments also finds the hypothesis of comparison as 
a decision -making aid to be useful and outlines 
some of the mechanisms by which competitive and 
emulative tendencies are spread among administra- 
tors from state to state. 

Although pertaining to the local level, 

Gerwin's work provides a striking illustration 
(6). He discovered that a general increase in 
minimum salaries for teachers holding a bachelors 
degree in the Pittsburgh school system was 
granted only when Pittsburgh had dropped into 
last place among eighteen major cities in the 
Northeast (i.e., the systems with which Pitts- 
burgh was most likely in competition for teach- 
ers). This decision rule was exercised on four 
different occasions between 1953 and 1964. 

In model (1), the process of comparison is 
specified as follows: 

48 wi 
N 

t 

where equals the fraction of state i's land 
perimitër that adjoins state j. Portions of a 
state's boundary which touch the sea or a foreign 
country are not regarded as contributing to its 
land perimiter. Naturally if state i does not 

border on state j, then . O. The variable is 
lagged one period in recognition of the delay 
which occurs in the perception and availability 
of this information. 

This specification of the comparison process 
is admittedly primitive, but shall suffice until 
additional research suggests a superior measure. 

(c) Federal payments, 

Another occasion for official consideration 
of a departure from the base of the budget is the 

receipt of federal funds for education. Although 
these constitute a rather stall portion of the 
total outlay Si (about 9.6% in 1965), they do 

offer some flexibility, as many writers have 
noted. Because educational grants in aid are 
largely free of matching requiremento (13, 15)) 

administrators may choose to substitute federal 
funds for state funds; or simply spend the amount 
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received; or expand their own effort by spending 
additional sums in excess of the aid received 
( "stimulation "). Since the Si series are not net 

of the series, one could identify the probable 
existence of one of the three alternatives above 
by examining statistically significant departures 
of cl, the estimated coefficient of Gi, from one, 

although the regression analysis can only suggest, 
not prove, this interpretation. 

The variable is lagged one period, again 
reflecting the fact that some time is required to 
accumulate and to evaluate the aid which had been 
received. In io far as current expectations 
about federal aid are not based on previous as- 
sistance, one would like to account for them; but 
no satisfactory formulation could be devised. 

The specification of model (1), coupled with 
the nature of grants in aid to education, afford 
an escape from the brunt of the criticism (13) 
directed at the use of Gi. On the other hand, it 

d ?es pose 
a 
degree of interdependence between 

St_l and Gt..' . Another potentially distortive 
econometric problem is to be recosnized in the 

presence of the lagged variable in that 

autocorrelated disturbances may appear. Conse- 
quently, a modified version of the Cochrane - 

Orcutt Iterative technique (12) was employed for 
estimation of the parameters in order to meet this 
problem. 

This section sought to describe an alterna- 
tive, but not necessarily competitive methodolo- 
gical basis for analyzing state expenditures for 
education and to develop a model suggested by it 

and by the theoretical and empirical contribu- 
tions cited above. The next section reports the 
outcome of the estimation of the parameters. 

Estimation: Results and Discussion 

The estimations of model (1) for each of the 

forty -eight coterminóus states, using time -series 
data,1 are reported in Table Asterisks denote 
that the coefficients ai and bi are statistically 
different from zero and the coefficient ci from 

one, at the .10 level. For the most part, the 

coefficients and bi fall in the zero -one 

interval, though this result was not at all antic- 

ipated for the latter. In two of the four in- 

stances in which is negative, it is signifi- 

cantly so, thereby forcing one to reject the 

model's relevance for those two states. Thirty - 

eight of the remaining forty -six states find the 

a to be significantly different from zero, which 

evidence is consistent with the concept of a 

budgetary base. 
Also, more than half of the bi show signifi- 

cance. This finding is compatible with the 
operation of the comparison process mentioned 
earlier, though it does suggest that it is not 

as widespread as the text has urged. Comments on 

this head must be tempered, however, by recalling 
the tentative quality of the specification of Ni. 

The estimated c cover a broad range. That 

some are less than zero indicates that the 
frequently -aired charge (particularly in reference 

to urban renewal and manpower retraining) of 

federal assistance tending to constrict the pres- 
ent expenditures of lower governments because the 

latter shall expect more generous sums in the 



Table 1. Regression Results, Model of State Expenditures for Education, by State 

State 

Regression coefficients a, b, c 

a b c Standard Error R2 

1. Ala. 0.311* 0.719* 1.003 3.074 .959 

2. Ariz. 0.997* 0.071 -0.006 5.746 .938 

3. Ark. -0.225 1.120* -0.418* 2.576 .953 

4. Calif. 1.080* -0.067 0.900 2.517 .977 

5. Colo. 1.048* 0.036 0.189 3.180 .981 

6. Conn. 0.895* 0.487 -4.977* 2.542 .956 

7. Del. 0.304 3.257* -7.311 16.589 .754 

8. Fla. 0.628* 0.392* 0.742 3.822 .919 

9. Ga. 0.296* 0.734* 1.474 2.352 .967 

10. Idaho 0.717* 0.300* -1.486* 2.232 .978 

11. Ill. -0.688 0.917* 6.699* 2.496 .967 

12. Ind. 0.711* 0.399 1.672 2.635 .982 

13. Iowa 0.734* 0.270 0.584 1.973 .979 

14. Kan. 0.350 0.774* -0.345* 2.970 .953 

15. Ky. 1.049* 0.274* -3.225* 3.678 .96$ 

16. La. 1.184* -0.168 -0.159 4.073 .953 

17. Maine 0.954* 0.052 1.829 2.177 .968 

18. Md. 0.846* 0.105 1.430 3.651 .948 

19. Mass. 0.033 0.493* 2.474 1.766 .952 

20. Mich. 0.694* 0.986* -2.679* 3.310 .966 

21. Minn. 0.739* 0.429 0.656 2.329 .987 

22. Miss. 0.558* 0.547* -1.067 4.337 .938 

23. Mo. -0.089 1.127* -1.254* 2.266 .967 

24. Mont. 0.306* 0.632* 1.725 3.951 .931 

25. Neb. 0.723* 0.177 0.172 1.697 .939 

26. Nev. 0.488* 1.016* -6.784* 8.578 .899 

27. N. H. 0.499* 0.438* -0.019 2.078 .946 

28. N. J. 0.833* 0.189* -2.709* 2.147 .936 

29. N. M. 0.895* 0.309 0.302 9.761 .897 

30. N. Y. 1.135* 0.183 -4.646* 2.616 .986 

31. N. C. 0.490* 0.555* 2.278 3.530 .951 

32. N. D. -0.577* 1.532* 3.479* 4.596 .947 

33. Ohio 0.929* 0.086 -0.097 1.086 .978 

34. Okla. 0.581* 0.566* 0.223 3.796 .938 

35. Ore. 0.230 0.730* 0.336* 1.907 .992 

36. Pa. 0.121 1.426* -10.440* 3.683 .935 

37. R. I. 0.809* 0.301 0.850 4.353 .926 

38. S. C. 1.139* -0.398* 6.430* 6.354 .508 

39. S. D. 0.727* 0.181 1.112 2.121 .972 

40. Tenn. 0.858* 0.272* =1.208* 1.055 .992 

41. Tex. 1.173* -0.003 -1.810* 3.751 .932 

42. Utah 0.417* 0.468* 2.567* 5.733 .969 

43. Vt. 0.605* 0.674* -0.090 5.243 .936 

44. Va. 0.270* 0.663* -0.268* 1.044 .991 

45. Wash. 0.654* 0.792 -0.768* 3.930 .983 

46. W. Va. 1.001* 0.050 0.513 2.402 .966 

47. Wisc. 0.380 0.246* 3.548* 1.762 .991 

48. Wyo. 0.623* 0.424 2.940 8.188 .828 
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future, may have some merit with respect to edu- 
cational expenditures. Despite a number of large 
deviations from one, many of these are not 
statistically significant at the .10 level, which 
may be due to the larger sampling variances 
associated with the mild interdependence of 
and Gt_1. Notwithstanding this disappointing 
feature of the ci, the model (1) otherwise seems 
to perform well as judged by the range and sig- 
nificance of many of the estimated parameters 
and by the generally high R2. The median value 
of the latter is .96. 

The Policy Alternatives 

To this point, our efforts in developing 
and estimating the model (1) have aimed at de- 
scription. In the present section the emphasis 
shifts to a normative application of the model, 
suggesting the potential of using it, or a 
refined version of it, to guide federal policy - 
makers in their disbursement of aid to education 
at the state government level. 

Suppose that federal disbursements for 

education were to occur systematically according 
to one of the plans listed below. Though polit- 
ical considerations and legislative stipulations 
will make complete adherence to a single plan 
impossible, the adopted plan shall serve as a 
standard to be approximated more closely as the 
allocators' discretion is increased. Let us 
assume that the plan which is adopted is the one 
which seems to promise the greatest effectiveness 
in stimulating educational expenditures by the 
states as a group over the planning period in 
question. Naturally this assumption slights the 
vector of goals which in fact may be operative; 
but it also captures much of the intent of the 
federal grant program. The measure of effective- 
ness to be used is the ratio of total state 
educational expenditures to total federal pay. 
ments to the states for education over a period 
of n years, the longevity of the plan: 

48 48 

( ) ( 
tel tul Jul 

where Pt denotes the population of the ith state 
in year t. 

The six allocating schemes that shall be 
reviewed here are suggested more by the model 
than by observation of current procedures, 
although plans 1 and 2 are imitations of the 
"mark -up" rule of thumb which other observers (4) 
believe operative in the appropriation of funds 
to some federal agencies. 

Plan 1. This "control plan" calls for annual 
increases in federal payments to state 
i at the rate gi, the average growth 
rate of for the past five years: 

Gt* 
(1 + gi) 

Plan 2. Under this plan, the federal payment to 
each state is increased by 3% of the 
control plan payment: 
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(1.03) 

Plan 3. Suppose that states that appear to have 
had their own expenditures for education 
stimulated by the receipt of federal 
funds were rewarded with an additional 
7% of their control payments, while the 
remaining states were penalized by 2% 
of their control payments: 

(1.07) Gr* for ci greater than 1 

: (.98) for ci otherwise 

Plan 4. This plan is similar to plan 3, but it 
does not penalize states as long as their 
expenditures do not appear constricted 
by additional federal funds: 

= (1.03) Gt* for ci greater than 1 

Gt : ( .98) for ci lees than 0 

for ci otherwise 

The narrow construction of these plans should make 
it unnecessary to remark upon the exploratory 
nature of this research. If more sophisticated 
variants of plans 3 and 4 were to be considered 
as policy components in a serious way, then one 
would want to regard the sampling variances of 

the ci in addition to the ci themselves. 

Plan 5. Another interesting heuristic involves 
awarding additional grants to states 
whose neighbors seem influenced by the 
comparison process. To each of the 
twenty states having at least 60% of its 
border adjoining states showing signifi- 
cant coefficients bj, give an extra 6% 
of the control payment; to the others, 
give the control payment only. 

Plan 6. As a variation of plan 5, award an extra 
3% of the control payment to each of the 
thirty -one states having at least 507. 

of its boundaries adjoining states 
showing significant coefficients to 
the others, give the control payment 
only. 

Policy Simulations 

To test the effects of the six allocation 
plans on Z, we conducted policy simulation experi- 
ments with the model for a seven -year period 
(1966- 1972). For a given plan, one solves for Si 
each period in terms of (a) the value of Si 
generated by the model in the preceding period, 
(b) the value of the neighborhood variable, (c) 

the value of as given by the particular plan, 
and (d) the stochastic error term. We assumed 
that the error terms were normally distributed 
with expected value equal to zero and standard 
deviation equal to the standard error of the 
estimate. For each plan we ran the simulation 
seven years and calculated Z. Population 



projections were generated by 

Pt - Pt -1 

where p is the average growth rate of Pi for 
1961 though 1965. 

There are two reasons for making the simula- 
tions stochastic. First, by including the 
stochastic variable we we take into considera- 
tion the random effects which have not been 
explained by the model. Second, we can now say 
something about the degree of confidence that we 
have in any inferences which we might make about 
the differences in the effects of the six poli- 
cies on the state- federal educational expenditure 
ratio. 

The simulation experiment was replicated 
thirty times per plan. The sample means, , 

appear in Table 2. 

Table 2. Sample Means, 

Plan j 

1 7.1281 
2 6.1762 

3 7.4247 
4 7.4272 
5 6.2519 
6 6.4423 

Data Analysis 

To begin analysis of the output data 
generated by the simulations it was asked 
whether the expected values of Zi for the six 
allocation plans are equal; and If they are not, 
between what plans will one find differences? 
An F -test was conducted to test the null hypo- 
thesis that the state- federal educational 
expenditure 'ratios for the plans are identical. 
As the computed F of 1350 dwarfed the tabulated 
F with 5 and 174 degrees of freedom at the .005 

level (3.35), the null hypothesis was discarded. 
In order to identify where the suggested differ- 
ences might be, Tukey's method (10, 11) for 

constructing simultaneous confidence intervals 
was used; as the confidence allowance at this 
level is .0064, all the differences between 
the sample means Zj - (see Table 3) are 
significant except for those of plans 3 and 4. 

Table 3. Differences of Sample Means, 

k 2 3 4 5 6 

j 

1 0.9519 -0.2966 -0.2991 0.8762 0.6858 
2 --- -1.2485 -1.2510 -0.0757 -0.2661 
3 --- -0.0025 1.1728 0.9824 
4 --- 1.1753 0.9849 
5 --- -0.1904 

The sample means indicate that the federal 
governments contribution to total state spending 
over the simulation period was between 13.5% 
(plan 4) and 16.2% (plan 2) after beginning in 
1965 at 9.6 %. The simulations also suggest that 
the most effective way examined to induce addi- 
tional federal grants, for the system as a whole, 
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is the direct rewarding of that activity and the 
penalizing of the opposite activity (plans 3 or 
4) . 

Perhaps the most interesting point to notice 
is that a general increase in federal support over 
the control plan may reduce total state expendi- 
tures; this is what one observes in moving from 

plan 1 to plan 2, where the numerator of Z 
shrinks and its denominator enlarges. What was 
intended to stimulate may in fact retard. If 
this proposition is valid, then its explanation 
may be sought in the expectations held by state 

.administrators concerning future flows from 
external sources, a factor to which we only 
alluded earlier and upon which we would encourage 
research. 

As a closing comment, we would add that, 
although the preliminary quality of the simula- 
tions has already been mentioned, the results 
associated with plans l and 2 are not as tightly 
tethered by this qualification as are the other 
plans. 

Footnotes 

*This research was supported by the National 
Science Foundation Grant GS -1926. 

1A11 data are taken from (2), and are 
defined in some detail there. Minor amendments 
were made in series whose composition had changed 
definitionally over time. 

References 

1. Benson, Charles S. The Economics of Public 
Education. Boston: Houghton Mifflin, 
1961. 

2. Bureau of the Census, Compendium of State 
Government Finances in 19XX (1950 through 
1965). 

3. Crecine, John P. Governmental Problem Solvw 
ing: A Computer Simulation of Municipal 
Budgeting. Chicago: Rand McNally, 1969. 

4. Davis, Otto A., M. A. H. Dempster, and Aaron 
Wildaysky, "A Theory of the Budgetary 
Process," American Political Science 
Review, LX (September, 1966), 529 -547. 

5. Gerwin, Donald. A Process Model of Budgeting 
in a Public Organization. Doctoral dis- 
sertation, Carnegie - Mellon University, 
1967. 

6. Gerwin, Donald. Budgeting Public Funds. 
Madison: University of Wisconsin Press, 
1969. 

7. Hammann, Arthur and Aaron Wildaysky. "Com- 
prehensive Versus Incremental Budgeting 
in the Department of Agriculture," 
Administrative Science Quarterly, X 
(December, 1965), 321 -346.. 

8. Harlow, Robert L. "Sharkansky on State 
Expenditures: A Comment," National Tax 
Journal, XXI (June, 1968), 215 -216. 

9. Miner, Jerry. Social and Economic Factors in 
Spending for Public Education. Syracuse: 
Syracuse University Press, 1963. 

10. Naylor, Thomas H., Kenneth Wertz, and Thomas 
H. Wonnacott. "Methods for Analyzing Data 



from Computer Simulation Experiments," 

Communications of the ACM, X(November, 
1967), 703 -710. 

11. Naylor, Thomas H., Kenneth Wertz, and Thomas 
H. Wonnacott. "Some Methods for Evalua- 
ting the Effects of Economic Policies 
Using Simulation Experiments," Review of 
the International Statistical Institute, 
XXXVI (1968), 184 -200. 

12. Norman, M. R. "OLS Autoregressive Program," 
Economics Research Unit, University of 
Pennsylvania. 

198 

13. Osman, Jack. "On the Use of Intergovern- 
mental Aid as an Expenditure Determinant," 
National Tax Journal, XXI (September, 19 
1968), 437 -447. 

14. Sharkansky, Ira. "Some More Thoughts about 
the Determinants of Government Expendi- 
tures," National Tax Journal, XX (June, 
1967), 171 -177. 

16. Walker, Jack L. "The Adoption of Innova- 
tions by the American States," unpublished 
manuscript, University of Michigan. 

17. Wildaysky, Aaron. The Politics of the 
Budgetary Process. Boston: Little, 
Brown, and Company, 1964. 



THE USE OF SIMULATION TECHNIQUES TO STUDY THE CHANGING ECONOMIC SITUATION OF THE AGED 

James H. Schulz, University of New Hampshire 

Introduction 

Due to inability or neglect, a 
great many people in the United States 
have failed in recent years to prepare, 
through individual or group action, for 
an ever growing number of retirement 
years. This has resulted in the plight 
of today's poverty- stricken retired 
aged population. Enough reliable sta- 
tistical information has now been accu- 
mulated to substantiate clearly the 
existence of a relatively low income 
status for all but a very small minority 
of the current retired aged in the 
United States. Using the Social Secu- 
rity Administration's highly stringent 
definition of poverty, for example, 
three out of every ten people 65 and 
older -- in contrast to one in nine 
younger people -- were living below the 
poverty line in 1966. Another one -tenth 
of the aged population was on the border 
of poverty. 

Recently the U.S. Senate's Special 
Committee on Aging undertook a year -long 
investigation of the economic problems 
of the aged. A working paper [1] pre- 
pared for the Committee by a Task Force 
of persons specializing in research in 
this area made the following major 
points concerning the current situation: 

1. Americans living in retirement are 
suffering from an income gap in relation 
to younger people. And as the gap 
widens, low income continues to be the 
number one problem facing most of our 
20 million persons 65 years or older, 
as well as other millions just a few 
years younger. 

2. More Americans are spending more 
years in retirement periods of indeter- 
minate length and uncertain needs, 
causing a mounting strain on resources 
they had when they began retirement. 
For an ever -rising proportion of women 
-- most of them widows -- the problem 
is especially severe. 

3. Today's inadequacies in retirement 
income -- and the policies and trends 
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that perpetuate them -- should be of 
direct concern not only to our popula- 
tion of aged and aging Americans, but 
also to those in middle age or younger. 
Most parents today face a common prob- 
lem: How can they allocate earnings to 
meet current obligations to their family 
and still have something left over for 
retirement? 

4. Projections and various studies in- 
dicate that Social Security, private 
pensions, and other forms of retirement 
income are not improving fast enough to 
reverse or significantly counter present 
economic trends. 

5. Facing what must be recognized as 
a worsening retirement income crisis, 
the Nation must take positive, compre- 
hensive actions going far beyond those 
taken within recent years. The Nation 
faces these basic policy issues: 
a) What is an adequate level of income 

for retired persons? 
b) What part in attaining this level 

should be played by government pro- 
grams, by voluntary group action, and 
by individual effort? 

c) Is the economic problem of aging a 
temporary problem that requires a 
different solution or a different 
"mix" of solutions for today's aged 
than for those reaching old age in 
the future? 

Whether or not one agrees with the 
previous summary of the current situa- 
tion, it seems clear that there is a 
need for research which focuses on the 
unique economic problems of the rapidly 
growing group of retired aged families 
-- families distinguished not just by 
the older age of their members but also 
by the fact that none of their members, 
including the head, contributes to the 
family's support by working in the labor 
force. 

For most families, the income prob- 
lem in old age grows out of the cessa- 
tion of earnings of one or more family 
members and the failure of private 
savings and /or private and public pen- 



sions to replace a sufficiently large 
proportion of these earnings. For a 
significant number of retirees, however, 
very low incomes were a problem through- 
out worklife; some form of income main- 
tenance was in order even before they 
became too old to work. 

Income -maintenance issues as they 
relate specifically to the elderly re- 
quire further research into (a) ques- 
tions of the present and future income 
and wealth levels in old age; (b) the 
relationship of these levels both to 
pre- retirement income levels, to general 
budgetary requirements of the elderly, 
and to the income -needs gap of partic- 
ular aged groups; (c) the transitional 
period into retirement and the decision - 
making process involved; and (d) con- 
siderations of the adequacy of current 
income maintenance institutions and the 
costs of alternative financing arrange- 
ments for these institutions.[2] 

Simulations of the Aging Process 

In order to investigate various 
aspects of these issues, a "life pro- 
cess" simulation model has been con- 
structed to permit those activities of 
individuals to be simulated which have 
an important influence on their economic 
situation in retirement.* These activi- 
ties can be divided into the following 
four categories: 

a) Demographic. 
b) Work force and earnings. 
c) Pension status. 
d) Asset accumulation. 

A large sample of 33,280 persons in 
the U.S. population, who were, in gener- 
al, between the ages of 45 and 60 in 
1960, is aged 20 years, using the simu- 
lation process. The basic data used 
are from the "one -in -a- thousand sample," 
a set of tapes produced by the U.S. 
Bureau of Census which contains separate 
records (including demographic, work 
force, and income information) of a 0.1 
percent sample of the U.S. population 

* A detailed explanation of the simula- 
tion model and assumptions are contained 
in [3]. 
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as recorded in the 1960 census. 

At the end of 20 years, these 
people are age 65 or over and represent 
the aged population in 1980. Naturally 
not everyone in 1960 between 45 and 60 
can be expected to live at least 20 
years. Hence the first life process 
activity considered in the simulation 
model is death. A probability of death 
for each particular year is specified 
for individuals based on their sex, 
race, and age. A random drawing from 
the associated probability distribution 
is used to determine whether an individ- 
ual will die or live that year. Simi- 
larly, probabilities are specified for 
other possible occurrences built into 
the model -- labor force exit and entry, 
job change, pension coverage, vesting, 
periods of unemployment, etc. 

Each possible "occurrence" speci- 
fied in the model is treated in a manner 
similar to the live -die occurrence - 

each person being considered in turn. 
By sequential handling of the various 
occurrences it is possible to make the 
consideration of any one occurence de- 
pendent on occurrences which had been 
handled before it. Once one year's 
simulation is completed, the individual, 
if he has survived, is aged another year 
and the process immediately repeated. 
This continues until the year 1980 is 
reached (i.e., completion of 20 "passes" 
in the computer). After all individuals 
have been processed, the resulting 
sample population represents the major 
part of the future aged population, 
since the surviving individuals are now 
65 to 85 years of age. 

During the simulation, work income, 
pension coverage, and asset histories 
are kept for each individual. Social 
security benefits for those persons re- 
tired and no longer in the work force 
(and eligible) can be calculated by ap- 
plying the average "creditable" wage 
income generated by the simulation to a 
social security benefit formula. Where 
applicable, private pension benefits and 
government pensions can be estimated 
based on the wages and /or years of ser- 
vice of employees. 

Having calculated private and pub- 
lic pension benefits, a "census" is 



taken of the retired population at the 
end of the simulation run, and various 
distributions of pension income and as- 
sets for couples and unrelated persons 
can be derived. 

Previous Findings 

The results of the initial simula- 
tion study (which have been reported 
elsewhere) were definitely not encour- 
aging with regard to the future economic 
situation of the retired U.S. population 
in 1980. The study [3] concluded that 
if pension systems are to be used to 
eliminate poverty among retired families 
and individuals in the United States and 
also to improve the relative economic 
status of the retired population, sig- 
nificant changes in present U.S. pension 
systems must take place. 

Table 1 contrasts the resulting 
pension income distributions for couples, 
for example, using two different assump- 
tions regarding the trend of social se- 
curity benefits. Estimate I assumes a 
4 percent annual increase in social se- 
curity benefits, a 3 percent annual in- 
crease in private pension benefits, and 
periodic increases in "maximum credit- 
able earnings" for social security pur- 
poses. 

Estimate II simulates a situation 
in which Congress and the President in, 

say, 1970 attempt to improve the posi- 
tion of the retired aged relative to 
that of the working population by in- 
creasing benefits 50 percent in that 
year. Thereafter benefit levels are 
increased by 2 percent annually to take 
account of general price increases. 

There is a substantial upward shift 
in the income distribution for Estimate 
II. The proportion of couples with pen- 
sion income over $5,000, for example, 
increases from 12 to 20 percent. The 
estimate, however, also shows the dif- 
ficulty of improving the income situa- 
tion of low - income couples by across - 
the -board percentage increases in social 
security benefits. Despite the very 
large pension increase assumed for Esti- 
mate II, almost two- fifths (39 percent) 
of the retired couples are projected as 
having total pension income of less than 
$3,000 in 1980. 
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Another simulation study which I 
have conducted [4] measured for the 
first time the "adequacy" of U.S. pen- 
sion systems by comparing projected pen- 
sion income with average earnings of re- 
tired persons for the 1, 5, and 10 year 
period prior to each individual's time 
of retirement. This simulation study 
projected pension- earnings ratios for 
persons retiring in the United States 
between 1960 and 1980. The projections 
indicated that U.S. pension systems as 
they are presently developing are fail- 
ing to generate for large numbers of 
aged persons retirement income suffi- 
cient to meet generally accepted inter- 
national and national standards regard- 
ing the relationship which pension in- 
come should bear to preretirement 
earnings. 

Comparative Study of Social Security 
Systems -- West Germany and the U.S. 

In recent years we have seen devel- 
oped and implemented in various indus- 
trialized countries a number of highly 
innovated social security systems. 
These new systems were in large part 
motivated by dissatisfaction with the 
existing programs of old age income 
maintenance in each country. Innovative 
public pension developments in West 
Germany, Austria, and Sweden, for exam- 
ple, have been watched by social securi- 
ty researchers and policy- makers with 
increasing interest. 

Given the continuing interest of 
countries in evaluating and improving 
their pension systems, study of alter- 
native pension systems is a necessary 
part of the information required to 
formulate public policy in this area. 

A comparative simulation study of 
the U.S. and West German social security 
systems is currently underway. The West 
German system is being evaluated with 
regard to the desirability and feasibi- 
lity for adopting a somewhat similar 
system in the U.S. For this study, the 
West German system has been programmed 
for computer simulation analysis and its 
major provisions have been adopted to be 
compatible with the basic provisions of 
the existing social security retirement 
system in the United States. Using U.S. 
data on persons approaching retirement, 



Table 1. Projected pension income distribution for retired couples, assuming 
different social security benefit increases, 1980. 
(Percentage distribution) 

Social security income2 Total pension income' 
I II I II 

annual 6% annual 4% annual 6% annual 
Pension income social secu- social secu- social secu- social secu- 

rity increase rity increase rity increase rity increase 

Total percent 100 100 100 100 

Under $1,000 4 0 53 1 

$1,000 -1,999 21 16 16 12 
$2,000 -2,999 43 39 28 26 
$3,000 -3,999 30 27 25 23 
$4,000 -4,999 2 16 14 18 
$5,000 and over 0 2 12 20 

1. Pension income includes benefits from social security, private pensions 
(including State and local government plans), and Federal retirement pro- 
grams. 

2. Social security recipients only. 
3. Includes couples with no pension income. 

Source: Simulation study. Table reproduced from The Economic Status of The 
Retired Aged in 1980, Research Report No.24, Social Security Admin- 
istration (1968). 

estimates of aggregate pension income, 
pension income distributions, program 
costs, and the effects on poverty groups 
are being made. These estimates can 
then be compared with alternative esti- 
mates which assume that the current U.S. 
system does not change radically in the 
future. 

A major principle upon which the 
current West German social insurance 
system is based is that the worker 
should receive a pension which will en- 
able him to achieve a retirement stan- 
dard of living similar to the living 
standard maintained during his working 
life. The retirement pension is re- 
lated, however, not just to prior 
earnings of the worker himself (as in 

the U.S.) but also to the average 
earnings of all workers at the time 
a particular worker retires. 

The result of these provisions is 

to provide substantial pensions to work- 
ers with long years of service -- sub- 
stantial in the sense that the pension 
is a high proportion of average prere- 
tirement earnings. Currently a West 
German worker who has 40 years of ser- 
vice in the program would receive a 
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pension which was equal to 60 percent 
of his average preretirement earnings. 
If he has 50 years of service, he would 
receive 75 percent. 

In order to simulate the effect of 
such a system on pension incomes in the 
United States, a number of working rules 
are specified. These are the following: 

1. Only persons over age 61 are eli- 
gible for a pension. 

2. If the female member of a family is 
not eligible for a pension in her own 
right, she receives no pension (i.e., no 
wife benefits are awarded). 

3. Pensions are based upon average 
earnings for a 10 -year period prior to 
retirement (rather than as in the German 
system -- lifetime average earnings). 

4. Workers eligible for social securi- 
ty pensions are assumed to enter the 
work force at age 20. 

5. Pensions are increased 2.5 percent 
each year after retirement to adjust for 
general price level increases. 



Table 2. Projected total pension income 
distribution for U.S. retired 
couples, 1980. 

(Percentage distribution) 
Total U.S.system German system 
pension 6% annual with 0.111 
income 1 increase constant 

Total percent 100 100 

Under $2,0002 13 16 
$2,000 -2,999 26 10 
$3,000 -3,999 23 14 
$4,000 -4,999 18 12 

$5,000 -5,999 18 37 

$6,000 and over 2 11 
1. Pension income includes benefits from 

social security, private pensions 
(including State and local government 
plans), and Federal retirement pro- 
grams. 

2. Includes couples with no pension in- 
come. 

Source: Simulation Projection. 

Table 2 presents the first findings 
from the study described above. The U.S. 
system projections are the same as those 
cited in Table 1; they assume a 4 per- 
cent annual social security increase. 
Table 2 shows a dramatic improvement in 

the projected pension income distribu- 
tion when the West German system is sub- 
stituted for the U.S. one. Almost two - 
thirds of the couples are projected as 
having pensions of $5,000 or more. 

To some, the pension incomes indi- 
cated by the West German system projec- 
tions may seem, at first glance, to be 
unrealistically high. However, one 
should remember, first, that the German 
social security system is designed to 
produce pensions which are a high pro- 
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portion of preretirement earnings and, 

second, that average gross earnings in 

U.S. manufacturing currently are about 

$6,000 a year and growing over time. 

Thus, Tables 1 and 2 demonstrate a 

basic fact: the present U.S. social 

security system, unless changed in a 

very substantial way, will not (to- 

gether with private pensions) produce 

incomes which would permit U.S. work- 

ers to maintain their standard of living 

as they move into the retirement period. 

Serious consideration should be given 

to alternative systems which do. 
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DISCUSSION 

Lindsey Churchill, Russell Sage Foundation 

Introduction 

I came to the field of computer simulation 
very recently, in the last two years. I am a 
sociologist by training, and as you undoubtedly 
know, sociology is just beginning to use computer 
simulation in its problems. Therefore, I am a 
novice in this area. However, I have had a good 
deal of experience with mathematical models and 
statistics in sociology, and I discovered that 
if I thought of a simulation man as a mathemat- 
ical modeler with a powerful friend, the computer, 
I didn't go far wrong. I found that I could 
bring an evaluation scheme that I had used on 
mathematical models over to the study of computer 
simulation, and I will evaluate the present 
papers in terms of it. 

My scheme consists of evaluating a computer 
simulation in three areas: 

a. Degree of understanding of the substan- 
tive problem; 

b. Amount and sophistication of the sta- 
tistical testing of the simulation; and 

c. Amount and sophistication of the 
mathematics used in the simulation. (This scheme 
is not original with me, I am sure.) 

I turn first to the paper by Manser, Naylor, 
and Wertz1 /, then to Schulz' paper .1, and 
finally to a comparison of the two. In advance, 
let me say that I like both papers. I will make 
a number of critical comments, but I intend them 
only to place the papers in perspective. I am 
sure that the authors are aware of my criticisms, 
but simply couldn't do everything at once. 

Evaluation of Manser, Naylor, and Wertz 

The first question to ask is this: Exactly 
what are the authors trying to do in this paper? 
They are trying to invent a strategy by which 
Federal policy makers can disburse aid to 
education at the State level so as to "stimulate" 
the States to pay out the greatest sums possible 
for education. That is, they want to find a way 
to manipulate the purse strings for education in 
each State. In particular, they would like 
to prevent States from cutting down on their own 
expenditures by using Federal funda to make up 
the difference. 

How do they proceed to find such a strategy? 
Very sensibly, they start from the point of view 
of the State budget -maker for education. They 
argue that he takes three major variables into 
consideration: the size of last year's education 
budget; the sizes of last year's education budg- 
ets in neighboring States; and the size of last 
year's Federal grant to the State for education. 
Further, the same three factors are assumed to 
be the central ones in each State. 
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They show that a linear weighting of the 
three variables obtained through a regression 
method rather accurately reproduces the budgets 
for each State for the years 1951 through 1965. 
Since the regression function is a good pre- 
dictor of budget size, the authors argue that 
they can study the effects of possible Federal 
strategies in giving education money by working 
with the function rather than by trying the 
strategies out in practice. 

The authors then try out six different 
strategies that Federal people might use to 
induce State budget -makers to increase their 
education budgets. They project budget sizes 
for each strategy for the years 1966 through 
1972, and use their statistic Z as the criterion 
for the relative success of the strategies. 
Their conclusion is that the two strategies that 
penalize States for using Federal money in place 
of State money and that reward States for using 
Federal, money in addition to State money maxi- 
mize the total amount spent collectively by the 
States for education. (The penalty used was a 
smaller amount of Federal aid than usual, while 
the reward was a larger amount of Federal aid 
than usual.) 

Somehow, I don't find this result surpris- 
ing. I can readily understand that State budget - 
makers would be responsive to a "carrot -and- 
stick" strategy. On the other hand, I am sur- 
prised that the authors found this classic 
strategy with their method. I don't see how the 
"static" model underlying the authors' regression 
scheme allows a "dynamic" conclusion like this 
one. 

Exactly how do the authors reach this 
conclusion? I think they make an inferential 
leap from their statistics to a theory of budget - 
making that is unwarranted. (Actually, the 

authors agree about the inferential leap. They 
say that their results only suggest the con- 
clusion. However, the leap is vital to their 
paper since they are after a strategy to loosen 
State strings, and it is important to see how 
they did it.) 

Using their regression method, they found 
the best set of coefficients to typify each State 
over the entire period 1951 -1965. They inter- 
preted the coefficients ci of the Federal aid 
variable as indicators of the "stimulation" or 
"constriction" effect of Federal aid. Coeffi- 
cients less than one indicate the "constriction" 
effect, or substitution of Federal aid for State 
money; coefficients greater than one indicate the 
"stimulation" effect. Thus, States are fixed in 
advance as "stimulated" or "constricted" by the 
nature of the regression method; it only remains 
to find out which state a State is in. 

It is not obvious that a "carrot- - stick" 
strategy should emerge as superior because there 



is no provision for the States to react to the 
strategies. The regression method here does not 
contain a simulated way by which States can 
respond to Federal policy over a period of time. 
Why, then, do Plans 3 and 4, the "carrot -and- 
stick" strategies, emerge as the beat? The 
answer seems to be that the arithmetic of the 
calculation of the statistic Z just comes out 

that way. 

The statistic Z can be expressed as follows: 

22 / 

+ biNt-1 + GtPt . 

In this expression the Si , Ni , and Pi are all 
positive and the same for each of the six strat- 
egies being compared. The ai and bi are almost 
all positive (only eight small negative values 
among 96) and the same for all strategies. The 
ci are the same for all strategies, but many of 
them are highly negative. The only varying 
quantities in the different strategies are the 
Gi , the amounts of Federal aid to the different 
States. 

The "carrot -and- stick" strategies allow Gi 
to be smaller than in the other plans if the 
corresponding ci are less than one (in Plan 3) or 
less than zero (in Plan 4). When the ci are 
negative, the third term in the numerator of Z 
is negative and reduces the size of the numer- 
ator, tending to reduce the size of Z. But Z 
will be larger the smaller the amount of 
reduction due to this term. And the third term 
will tend to be least negative in the two 
"carrot- and - stick" strategies because the minimum 
Gi's are combining with the negative cite. 
Further, the minimum Gi's will make the denomi- 
nator of Z a minimum, thereby contributing to 
making Z a maximum for these strategies. 

How, then, do the authors get from this 
arithmetic result to the inference that a 
"carrot-and-stick" strategy is superior to other 
strategies? I think the authors may have pro- 
ceeded in the following way. They discovered 
that the multiple R's for the regression 
equations were very high (the median R is 0.96). 
Having made this discovery, the authors turned 
the regression function into a theory, of how 
budget -making gets done. There were many 
different theories that would be consistent with 
the regression functions, but the one that the 
authors implicitly chose seemed to be the 
following one. 

In making this year's budget a State budget - 
maker first adds in an amount equal to the size 
of last year's budget. He (ordinarily) adds an 
increment to that. He then (ordinarily) adds a 
second increment to the amount so far cumulated, 
based on the sizes of last year's budgets in 
neighboring States. Then he looks at the amount 
of Federal aid to his State for last year. He 
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expects to get the same amount of Federal aid 
this year, or possibly more. Now he is at a 
critical choice point: he can either add in a 
third amount to his cumulating total that is 
larger than the amount of last year's Federal 
aid; or he can add in a third amount smaller 
than that sum; or he can subtract an amount 
based on that sum of Federal money. If he takes 
the first option, he is said to be "stimulated" 
by the Federal money, because he adds in all the 

anticipated Federal money in this year's budget 
and more besides, which must come from the State. 
If he takes the second or third option, he is 
said to be "constricted" by the Federal money, 
for the following reasons. In the second option 
he adds in a smaller amount of anticipated 
Federal money than he expects to receive, thereby 
expecting to have some Federal aid left over to 
substitute for State money already budgeted. In 
the third option he actually reduces the size of 
the total cumulated on the basis of the first 
two variables, but since he expects to get the 
Federal aid anyway, all of it can be substituted 
for State money that would otherwise have to be 
spent. 

While it is true, of course, that budget - 
making gets done somehow, the'authors present 
no evidence to show that it gets done in the way 
outlined above. Until that evidence is col- 
lected, the authors' conclusion must remain an 
unwarranted inference. The most that their 
analysis allows them to say is that the best - 
fitted linear combination of the three variables 
has a very high correlation with the size of the 
education budget. 

Suppose the authors could present evidence 
that supported the theory discussed above. A 
simulation could then be made of the theory. 
The six strategies could be compared much as the 
authors do here, and it is entirely possible that 
the "carrot -and- stick" strategies would emerge as 
superior to the others. The conclusion that the 
authors would like to draw would have more weight 
than it does at present because it would be based 
on some kind of theory of budget -making. The 
accuracy of the conclusion would rest on the 
degree to which the theory of budget -making 
captured the actual budget -making process. 

Thus, in terms of the evaluation scheme I 
outlined earlier, the authors have made some 
progress in the understanding of the substantive 
problem, but not a great deal. The high multiple 
R's show that the three variables selected are 
somehow related to the process of budget -making, 
but that is as much as can be safely inferred. 
Further understanding rests on evidence collected 
by other methods of study than the present one, 
methods that try to find out directly how budget - 
makers proceed and why. 

But a deeper level of understanding may not 
be necessary to provide a good practical answer 
to the question that the authors wish to answer: 
How should the Federal government spend money 
for education so as to stimulate the states to 



spend the greatest amount? I think the authors' 
"carrot- and - stick" proposal is a good one to try, 
even though their evidence doesn't support it. 

In terms of amount and sophistication of 
statistical testing, the authors' do very well. 
They are aware of the problems involved in doing 
regression on time series. They use a sophisti- 
cated method for constructing simultaneous 
confidence intervals to compare the different 
plans. Best of all, they replicate the simula- 
tion of each proposed plan thirty times, some- 
thing not done too often in simulation work. 

Finally, in terms of mathematics, I find 
very little mathematics done. The paper rests 
entirely on known statistical techniques. There 
is some minor mathematics involved in adapting 
the regression function to the different strat- 
egies for Federal spending, but none at all on 
the substantive issues of how budget -makers make 
budgets. 

In summary, I think the authors have con- 
vincingly demonstrated the relevance of their 
three variables in the budget -making process. 
Beyond that, I am not convinced by their analysis 
that the "carrot- and -stick" strategy is the best 
one for Federal people to adopt, yet on common- 
sense grounds I find it a perfectly plausible 
strategy. 

I turn now to Schulz' paper. 

Evaluation of Schulz 

As has been mentioned, Dr. Schulz was 
originally scheduled to be a discussant in this 
section. At the last minute he was pressed into 
service to give a paper. The paper he just gave 
is an outgrowth of research described in his 
monograph, The Economic Status of the Retired 
Aged in 1980: Simulation Projections.s/ My 
discussion is based on that monograph since I did 
not have a copy of his paper in advance. 

Let me begin by asking the question: Exactly 
what did Dr. Schulz try to do in this research? 
He answers in the following way: 

"Specifically, the study projects the 
pension income and assets of retired 
persons in 1980 and investigates the 
role of private pensions and the U.S. 
social insurance system in providing 
retirement income." (p. 1) 

The problem is similar in form to the problem 
pursued by Manner et al. Dr. Schulz seeks to 
estimate the income of a retired person in the 
future, while Manner et al. seek to estimate a 
State's expenditure for education in the future. 

How does Dr. Schulz proceed? He proceeds by 
carefully delineating the major features of 
American society that affect the size of a retired 
person's income. These include age, sex, race, 
marital status, present income, employment status, 
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and private pension plan status, among others. 

The projections to 1980 were carried out by 
selecting all married couples where the husband 
was between 45 and 60, and all unmarried persons 
between 45 and 60, from the 1 /1,000 Census sample 
of 1960. These persons were then "aged" into 
the future year by year on the basis of the 
simulation model. 

A variety of things can happen to a person in 
a twenty -year period, and Dr. Schulz had to take 
the most important things affecting income into 
account. Persons can die in the given time 
period; they can leave the work force, re -enter 
it, leave it again, etc.; they can change jobs; 
they can retire early; they may or may not be 
covered by a private pension system; they may 
accumulate financial assets, such as equity in 
a home; they spend varying lengths of time in 
each job; etc. 

The mechanism of the "aging" process is 
stochastic. The probability of death in a given 
year is estimated, as are the probabilities of 
changiqg jobs, leaving the work force, being 
covered by a private pension plan, etc. Then the 
probabilities (not necessarily assumed constant 
for each year) are applied to the persons in the 
1 /1,000 sample for each year from 1961 to 1980. 
Persons who "die" drop out; persons who "live" 
are surveyed in 1980. The incomes and assets of 
persons fully "retired" by'the simulation by 
1980 are then tabulated to form the basic output 
of the simulation. 

Essentially then, each person selected from 
the 1 /1,000 sample is assigned a history for the 
period 1961 -1980 so that his income and assets 
may be estimated for the year 1980. The great 
power of simulation can then be put into play by 
rerunning the simulation under different assump- 
tions about social security benefits, about the 
degree of vesting in private pension programs, 
about the rate of early retirement, etc., to see 

what would happen to the income distribution if 

these assumptions were put into practice before 
1980. 

The general conclusion reached by Dr. Schulz 
is that while there will be improvement in the 
retirement income picture by 1980, fifteen per- 
cent of retired couples would have total money 
income (pension plus asset income) less than 
$2,000, and 35% would have total money income 
less than $3,000. Analogously, seventeen percent 

of retired unmarried persons would have total 
money incomes less than $2,000 and 41% would have 
total money income less than $3,000. I find this 
conclusion disheartening. 

In terms of understanding the substantive 
problem, I think Dr. Schulz has'done an excellent 
job. It would have been easy for him to reduce 
the elaboration of his simulation by simply 
ignoring many refinements. Dr. Schulz created a 
much larger number of different types of future 
history than many others would have, and I 



commend him for his painstaking efforts to be 
accurate. 

In terms of statistical testing, however, 
Dr. Schulz is much sketchier. He made only one 
simulation run under a given set of assumptions, 
and he made only eight simulation runs in all. 
His results would be more convincing if they 
were averages from many identical simulation 
runs. 

Finally, in terms of my evaluation scheme, 
Dr. Schulz uses mathematics very little, mainly 
to estimate changing probabilities as the years 
move from 1961 to 1980. He avoids the use of 
extensive mathematics by baldly assuming that 
persons' future histories are independent of 
their past histories. He doesn't worry about 
whether or not he gets the right history at- 
tached to the right person; he only tries to 
ensure that the right numbers of events in 
different categories will occur. 

In summary, I think that Dr. Schulz has 
made a convincing case that the income for 
retired persons in 1980 will be better than it 
is now, but that large numbers of persons will 
still be below the present poverty line. The 
conclusion would be more convincing if the 
simulation runs had been replicated a number of 
times. 

I turn now to a comparison of the two 
papers and some general comments. 

Comparison of the two papers 

In terms of my evaluation scheme Manger 
et al. and Schulz complement each other in the 
first two areas. Manser et al. are strong on 
statistical testing and weaker on substantive 
understanding. Schulz is just the opposite, 
being strong on substantive understanding and 
weaker on statistical testing. On balance, I 

think I prefer Dr. Schulz' use of the available 
time. I prefer to spend more time on under- 
standing the substantive problem than on statis- 
tical tests of whatever understanding I have, but 
that is purely a personal preference. I fully 
recognize the importance of statistical testing. 

However, it is the comparison in the third 
of my areas, the use of mathematics, that leads 
to what I think is the heart of present diffi- 
culties with many simulation studies. Neither 
paper uses mathematics in more than a minor way 
to deal with substantive issues. I take the 
relative lack of mathematics in the present 
studies to indicate that we do not yet have the 
requisite substantive understanding necessary to 
make thoroughly convincing simulations. For 
example, it seems to me that a strong theory of 
budget -making, in Mauser et al.'s case, or of 
accumulating personal savings, in Schulz' case, 
would consist of mathemaatizations of psycholog- 
ical, sociological, and economic findings 
about these problems. Looking ahead, I expect 
that future simulation studies on the present 
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problems will "reek" with mathematics. 

Dr. Schulz' paper is instructive in this 
regard because he spent a great deal of time 
laying out the substantive issues in the income 
of retired persons. But at a critical point he 
brought in the most simplistic of mathematical 
assumptions, statistical independence, by ran- 
domly assigning future histories to persons. 
(I say "simplistic" only in reference to a 
strong theory of how persons' futures are tied 
to their pasts.) I think Dr. Schulz was justi- 
fied in'making this assumption because his task 
was basically practical and not theoretical: 
what will the income distribution look like in 
1980 closely enough so that certain gross 
conclusions may be drawn correctly? 

I urge, therefore - as discussants have 
urged from time immemorial - that the authors 

not lose sight of our deep theoretical problems. 
It would be easy for Mauser et al. to "export" 
their regression approach to other problems with- 
out advancing our theoretical understanding of 
the substantive issues involved; similarly for 
Dr. Schulz. And these studies would have 
practical importance of the kind seen here. 
Nevertheless, I urge our authors not to take 
this easy road but to devote some of their talent 
and energy to the very difficult substantive 
problems involved. I urge our authors in this 
way because I believe that essentially new 
advances in simulation rest on advances in under- 
standing these deep problems. 

In conclusion, I want to praise the authors 
for actually having completed their simulation 
studies. I have discovered that a lot of enthu- 
siastic talk goes on about the possibilities of 
simulation, but that relatively few studies get 
done. I am delighted that the present authors 
have escaped that easy fate. 

1/ Marilyn E. Mauser, Thomas H. Naylor, and 
Kenneth L. Wertz, "Effects of Alternative 
Policies for Allocating Federal Aid for 
Education to the States: A Preliminary 
Analysis," Econometric System Simulation 
Program, Working Paper No. 34, May 15, 1969. 

2/ James H. Schulz, "The Use of Simulation 

Techniques to Study the Changing Economic 
Situation of the Aged," August 1969. 

3/ James H. Schulz, The Economic Status of the 
Retired Aged in 1980: Simulation Projections, 
Research Report No. 24, Office of Research and 
Statistics, Social Security Administration, 

U.S. Department of Health, Education, and 

Welfare, Washington: U.S. Government Printing 

Office, 1968. 
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ON ANALYZING AND PREDICTING ENROLLMENTS AND COSTS IN HIGHER EDUCATION 

Gus W. Haggstrom, University of California at Berkeley 

This paper is a preliminary report on a study 
of enrollment and financial statistics in higher 
education that has been sponsored in part by the 

Carnegie Commission on Higher Education. The 
purpose of the study is to analyze statistically 
certain trends in higher education and to assess 

the effects of factors such as the Vietnam war, 
the G.I. Bills, and the increased holding power 
of the high schools. The statistical models 
which have been used in analyzing the data are 

described in detail and compared with other mod- 
els which have been used in the past. This 
report also contains a discussion of current 
trends in higher education, some predictions of 

future demands on higher education, and some 
long -term projections of enrollments and costs. 
The colleges and universities have grown at an 

almost incredible rate throughout the last dec- 

ade. This growth is attributable in part to the 

growth of the college-going age group as an af- 

termath of the post -World War II baby boom; in 

particular, the population in the 18 -21 age 
group has risen by almost 60% from 1958 to 1968. 
During the same ten -year period the high schools 
have cut their drop -out rate; over 75% of the 
young people are graduating from high school 
today as compared with only 65% ten years ago. 
Also, an increasing proportion of the high school 
graduates go on to college-- approximately 60% at 
the present time as compared with slightly over 
50% only ten years ago. 

As a result enrollments in colleges and univer- 
sities have soared. Despite the negative effects 
of the Vietnam war, undergraduate enrollment has 
more than doubled during the last decade. Grad- 
uate enrollments have risen even more rapidly, 
doubling in the last 7 years, tripling in only 12 

years. The total opening fall degree- credit 
enrollment in institutions of higher education 
in 1968 was 6.9 million students as compared with 

3.2 million only ten years ago, an increase of 
over 110% in ten years. 
With the high schools continually reducing 

their drop -out rates and with an increasingly 
higher percentage of high school graduates going 
on to college, institutions of higher education 
are being asked to serve an ever -broadening seg- 
ment of the population. Nevertheless, the yearly 
retention rates for college students have re- 
mained virtually unchanged at a surprisingly high 
level for the last 20 years, contradicting the 
popular notion that college work is so demanding 
that only the most able survive the first year. 

These conclusions suggest that on the whole 
the higher educational system in this country is 

continually adjusting to accommodate an increas- 
ingly larger segment of the population. The 
notion that a college education is something to 
be reserved for only the more academically tal- 
ented students appears to be eroding with time 
in almost the same way that the corresponding 
notion about high school education did 30 or 40 
years ago. 

Before the methodology used in this study is 

discussed, let us turn to some projections of 

future demands to be placed upon higher educa- 
tion. The table below shows how much time the 
institutions of higher education will have to 
increase their capacities by 50% (100 %) in 

various categories according to the projections 
given in this paper. It also shows how long it 

has taken to increase their capacities by 50% 

(100 %) in the past. 

According to the projections given in this re- 

port, total opening fall degree -credit enrollment 
will continue to rise at a rate of about one -half 
million students per year for the next ten years. 
Then total enrollment should begin to level off 
and remain rather stable throughout the 1980's at 
around 12f million students with a very slight 
decline beginning perhaps in 1982 or 1983. 

No one seems to doubt that the demands upon 
higher education will continue to rise at a rapid 
rate for some time, but there is considerable 
reason to doubt that colleges and universities 
can continue to meet these demands as they have 
in the past. In particular, with the current 
financial plight of the private institutions due 

to spiraling costs and tuition rates, these 

institutions are apparently being priced out of 
the market and may fast be approaching the limit 
of their capabilities insofar as further in- 

creases in enrollment are concerned. The public 

institutions are also having to cut back on some 
of their programs as state legislators and gover- 
nors react to rocketing costs and student disrup- 

tions on campus with substantial budget cuts. 
Also, recent cuts in research support by various 
government agencies may already have seriously 

affected future growth at the graduate level. 
Nevertheless, on the basis of past performance, 
it's hard to discount the capability of the col- 
leges and universities to meet these demands, 
despite the mounting financial crisis in higher 
education. 
As a partial indication of the methodology used 

Projected Number of Years 
to Increase by 50% (100 %) 

Number of Years 
Needed in the Past 

1968 
Level 

Undergraduate enrollment 9 (40) 5 (9) 6,131,000 
Graduate enrollment 4 (7) 5 (7) 797,000 
Total enrollment 8 (26) 5 (9) 6,928,000 
Bachelor's and first - 

professional degrees 7 (27) 5 (12) 667,000 
Master's degrees 4 (7) 3 (6) 177,000 
Doctor's degrees 5 (8) 4 (7) 23,000 
Expenditures 4 (8) 4 (6) $20.6 billion 
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in this study, the analysis of the undergraduate 
enrollment data will be briefly discussed. In 

assessing the growth of undergraduate enrollment, 
it seemed reasonable to compare the number of 
undergraduate students in each year with the num- 
ber of high school graduates over the past sever- 
al years. This led us to consider the "under- 
graduate enrollment rates" 

rt = Ut =O Ht -k 

for each sex, where Ut denotes the opening fall 
undergraduate degree- credit enrollment during 
year t and Ht is the number of high school 
graduates during year t. These enrollment rates 
for women have been increasing consistently since 
World War II at a rate of about per year, 
whereas the enrollment rates for men have fluc- 
tuated in a rather wild manner, with dips coin- 
ciding with high draft calls and bulges with the 
return of large numbers of veterans to civilian 
life. The basic assumption in analyzing male 
undergraduate enrollment is that, if one first 
accounts for the wartime effects upon under- 
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graduate enrollment, the enrollment rates rt 

for men can be suitably approximated by a 
logistic growth curve 

p(t) = y /[l + e- 

This led us to use the nonlinear regression model 

p( t) k+ +ß3VKt +ß4VVt +ß5DKt +ß6DVt +et 

where VIit, VKt, and VVt denote the numbers 
of veterans attending institutions of higher 
education from World War II, the Korean War, and 
the Vietnam conflict respectively; and DKt 
DVt denote the number of draftees in service for 
the Korean and Vietnam conflicts respectively. 
The analysis of the data for the years 1947 -68 
yields estimates of the underlying growth rate 
p(t) as well as assessments of the effects of 
the wars upon enrollments. The projections of 
undergraduate enrollment are obtained by combin- 
ing extrapolations of the estimated growth curve 
with projections of high school graduates and 
estimates of the post- Vietnam effects upon 
enrollment based upon the Korean War experience. 



A DEVELOPMENTAL STUDY FOR AN INDEX OF UNDEREMPLOYMENT 

B. V. Shah, Research Triangle Institute 

1. Summary. A nation's human resources may be 
underutilized not only because of unemployment 
in the usual sense but also because of what 
economists term "underemployment ". Underemploy- 
ment can be defined as the employment of persons 
at jobs that call for less than their highest 
current level of skill and at wages less than 
those to which their skills, if fully utilized, 
would normally entitle them. The earnings of 
an individual when he is employed at his highest 
level of skill may be called his "potential" 
earnings. The potential earnings of any indiv- 
idual is not observable, so one could put forth 
arguments for or against any particular defini- 
tion of potential earnings. The absolute level 
of potential earnings will depend in part on 
adjustments made in current earnings for non - 
competitiveness and for the structural- friction- 
al aspects of the economy under consideration. 

Basic to the methodology is a definition 
of a standard of potential earnings that is 

specific for subsets of the population, rather 
than for each individual separately; these pop- 
ulation subsets are defined by socioeconomic 
factors such as sex, age, race, education, and 
region. The subsets with the same combination 
of these factors but with different occupations 
form a group. The average potential is the 
best average earnings the group can achieve and 
is defined to be the maximum average earnings 
over all subsets in the group. 

Under ideal conditions of no (zero) under- 
employment, the current average earnings of the 
group will be equal to the average potential 
earnings of the group. The differences in the 
current earnings from the potential earnings 
provide the basis for an index of underemploy- 
ment. Two index numbers were developed using 
two distinct statistical concepts of averages: 
"median" and "mean ". These index numbers were 
respectively: (1) the number underemployed as a 
percent of group total, and (2) the loss of 
potential earnings due to underemployment as a 
percent of potential earnings. 

A preliminary analysis was made using se- 
lected data on occupational class, sex, region, 
race, age, education and earnings from the five 
percent samples of the 1960 U. S. Census. This 
analysis indicated that underemployment among 
nonwhites was worse than among whites, and that 
the difference between the underemployment index 
values for nonwhites and whites was larger in 

the South than in the North and West. From a 
sample survey of selected North Carolina coun- 
ties, estimates of these index numbers were ob- 
tained to illustrate their usefulness for re- 
gional comparisons. 

Viewed as techniques for ranking popula- 
tion groups with respect to underemployment 
rather than as absolute measures of underemploy- 
ment, the two indexes developed in this pilot 
study would appear to have considerable useful- 
ness as guides to changes occurring over time 
and geographical regions. Census year data can 
be used to estimate the required potential 
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earnings standards and base year indexes. Annual 

indexes on a regional basis can be calculated 

using data collected by the Bureau of the Census 

Current Population Surveys. Current indexes for 

populations confined to smaller areas such as 

counties or state economic areas may require sur- 

veys of sufficient size to estimate actual earn- 

ings and the weights (subset sizes) required by 

the method. 

2. Nature of the Problem. There are a number 

of attempts to define and to measure underem- 

ployment in the literature. The President's 

Committee to Appraise Employment and Unemploy- 

ment Statistics, Measuring Employment and Unem- 

ployment (Washington: U. S. Government Printing 

Office, 1962, p. 58) defines underemployment as 

follows: 
"Part of a nation's human resources may be 

underutilized not because of unemployment in 

the usual sense but because of what economists 

term underemployment. Underemployment can be 

defined as the employment of persons at jobs 

that call for less than their highest current 

level of skill (and at wages less than those to 

which their skills, if fully utilized, would 

normally entitle them). We shall distinguish 

this from partial employment or involuntary 

part -time work, which can be defined as the em- 

ployment of a person, whether or not at this 

highest level of skill, for fewer hours per week 

than he seeks to work. It is also to be 

distinguished from the losses resulting from the 

failure, for whatever reason, to train people 

for the highest skills that their innate abili- 

ties would permit them to achieve. Underemploy- 

ment as here defined is like unemployment in 

that it results in a loss of income to the 

individual affected and a loss of output to 

society." 
There have been other attempts to develop 

theories of underemployment of disguised unem- 

ployment as applied to persons whose marginal 

productivity is zero or negative. The latter 

term is usually restricted to persons who are 

not normally engaged in wage employment. The 

term as defined with reference to marginal pro- 

ductivity is not applied to wage labor, since 

presumably employers will not employ a laborer 

for wages unless his labor increases the total 

production (United Nations, 1951; Libenstein, 

1957; Nurske, 1957). In this paper we will 

not consider the concept of disguised unemploy- 

ment, but will confine our attention to the con- 

cept of underemployment as stated in the report 

by the President's Committee (1962). 
The concept of underutilization of human 

resources that we are interested in can be 

explained as follows. If there are many per- 

sons seeking a particular type of job for which 

they are most efficient and the number of such 

jobs available is less than the number of indiv- 

iduals then some of them may remain unemployed 

or have only part -time jobs, or some of them may 

seek other jobs which do not make use of their 



full potential and consequently their earnings 
will be smaller; or there may even be persons who 
would accept similar (or identical) occupations 
at lower renumeration. Alternatively, there 
may be individuals who may remain in jobs with 
lower income in spite of the availability of 
jobs with higher earnings, for reasons of their 
own, such as climate, type of work, or leisure 
time. The underemployment resulting from these 
free choices corresponds to voluntary underem- 
ployment and not to the involuntary underemploy- 
ment implied when usually referring to underem- 
ployment. There does not seem any easy way of 
separating these two types of underemployment 
and hence, such individuals will be considered 
underemployed by the definition. 

The absolute level of underemployment will 
depend on what we define as the 'potential 
earnings' or 'ideal earnings' of a group of 
individuals. It is noted that the potential 
earnings of any individual is not observable 
and hence one could put forth arguments for or 

against any particular definition of potential 
earnings. The absolute level of potential 

earnings will depend in part on adjustments made 
in current earnings for noncompetitiveness and 
for the structural- frictional aspects of the 
economy under consideration. 

It is obvious that the difficulties in- 
volved in defining and measuring the absolute 
level of underemployment are great. The attempt 
here will be to define a reasonably good relative 
measure, but no claims will be made for its merits 
as an absolute measure. In fact, the use of the 
maximum average earnings over all occupational 
subsets as the potential earnings for a popula- 
tion group, and also the inclusion of all those 
unemployed as underemployed, cause the absolute 
values of the measure to appear very high. How- 
ever, the measure as defined is expected to be 
suitable for comparing various areas or regions 
or the same area or region over different time 
periods. It is possible that, like any other 
index number or aggregate measure, there will be 
biases in the indices that are defined. As time 
passes there will be a need, in particular, to 

change the base year of comparison and to other- 
wise improve the index. 

3. Definition of Potential Earnings. The 
assumptions and postulates that we make in this 
section will be with respect to a group of indiv- 
iduals and as such will not be valid for each 
individual of the group. Any attempt to apply 
these to individuals in the group will be com- 
pletely meaningless. 

Suppose there is a group of individuals 
with a specified set of characteristics; for 
example, consider all white males residing in 
the North region of the United States, aged 24 

years and with a high school education or less. 
Some of these may be clerks in offices, some may 
be sales workers in department stores, some may 
be machine operators in factories and others may 
have selected alternative occupations. Let those 
individuals of the group having similar jobs 
form a subset of the group. Data are available 
to find the median earnings or mean earnings of 
the individuals in each of the subsets. 

In general, we consider a group of indiv- 
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iduals with characteristics x1 , x2 , , xn 

such as sex, race, age, education, and then 

consider a subset of this group having a particu- 

lar occupation with characteristics y11 , y,, 

, y . Let the mean earnings of the indiv- 

iduals !n the subset be I(X,Y) and the median 

earnings be I *(X,Y) where X and Y are vec- 

tors representing various characteristics of the 

individual and his occupation. With reference 

to the subsets described above we make the fol- 

lowing two assumptions: 

Assumption 1. The mean potential earnings of 

the group with characteristics X is equal to 

the maximum mean earnings over all subsets with 

the same X but having different occupations 

Y . Thus, 

P(X) = Max I(X,Y) 
Y 

Assumption 2. The potential median earnings 

of the group with characteristics X is equal 

to the maximum (median) earnings over all sub- 

sets with the same X but having different 

occupations Y . Thus, 

P *(X) Max I *(X,Y) . 

Y 

The assumptions are implied from the fact 

that the potential is the best that the group 

"can" achieve and earnings is the criterion. 

Hence, the potential mean (median) earnings is 

the maximum mean (median) earnings for the 

group. 

4. Indexes of Underemployment. In the pre- 

vious section we have defined potential median 

and mean earnings. The potentials represent 

ideal levels of earnings for the group. Since 

existing conditions are different from the ideal, 

our interest is to measure the extent of depar- 

ture from the ideal levels. The extent of 

departure from ideal earnings, for example, 

will represent the loss of output to society 

under prevailing conditions. 
We define two such measures to represent 

departure from ideal conditions: (1) the num- 

ber of individuals underemployed as a percentage 

(U) of the total number of individuals in the 

group and (2) the loss of earnings due to under- 

employment as a percentage (L) of the potential 

earnings of the group. 
Let there be exactly k groups in the pop- 

ulation with characteristics vectors X, , X2 , 

, Xk . Further, let Mi be the number of 

individuals in the i -th group having earnings 

less than the potential median earnings P *(Xi) . 

Under ideal conditions, the actual median earn- 

ings of the i -th group would also be P *(Xi) 

and we expect that only (0.5)Ni in the group 

would have earnings below P*(X4) . Since the 

present conditions are not ideal, the number 

M - 0.5N represents the excess number of 

dividuafs having earnings below the potential 
median earnings for the i -th group. By def- 

inition, these are the underemployed indivi- 

duals. Hence, for the population, summing 

over groups, we find the number of underemployed 

is E Mi - (0.5) E Ni . The percentage under- 



employed (U) is then: 

- - 0.51 100% 

We make use of the potential mean earnings 
to measure the loss of output to society. Under 
ideal conditions the mean earnings of all the 
individuals in the i -th group will be equal to 

) . Since the actual mean earnings will be 
equal to Ì(% ) , the loss of output to the 
society, due to underemployment in this group, 
is equal to N ) - I(X )} . Summing over 
all groups, weiobtafn the total loss of output 
to society as E N ) - I(X )} . Expressing 
this as a percent 6f thg total otential 

114F(X4) , we obtain the percentage loss (L) 

of utpdt to society as 

ENi 
L 1 100% 

E NiP(Xi) 

By comparing the measures U and L 
against the same measures for a standard popula- 
tion in a standard or base year,'we can calcu- 
late the corresponding indexes of underemploy- 
ment. 

5. Application to United States Data. One of 
the main questions in the assumptions and mea- 
sures defined in previous sections is concerned 
with what constitutes an appropriate set of 
characteristics X and Y . Any character- 
istic of an individual likely to have any effect 
on his earnings may be included in a study. How- 
ever, there may be practical limitations in that 
we may not be able to obtain data on some of the 
characteristics or the cost of obtaining data on 
other characteristics may be prohibitively 
large. In some cases an additional characteris- 
tic may be highly correlated to the other char- 
acteristics already included. By adding such à 
characteristic we may not be adding much to the 
information we already have. 

We may start our analysis with a limited 
number of characteristics, such as sex, race, 
region, age, education, occupational class, 
on which sufficient data are already available. 
It would amount to defeatism if we were to take 
the negative attitude that we cannot make any 
analysis because we do not have information on 
all the characteristics considered to have some 
relevance. If we take an optimistic view, we 
can argue that a reasonable subset of the rel- 
evant characteristics used as independent 
variables may still provide good estimates of 
mean or median earnings for the different sub- 
sets. There may be biases due to the character- 
istics that are ignored. However, these biases 
are likely to be smaller than the "estimates" 
obtained with the chosen set of characteristics. 
This will be particularly true in instances 
where the characteristics are highly correlated. 
For example, if we consider age and education 
only and ignore years of experience, in most 
cases we will not introduce large biases in the 
mean or the median earnings. In fact, the high 
multiple correlations in our results for U. S. 
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data in the next section indicate that the char- 
acteristics that are considered may be adequate. 

It is true that we may need an extensive 
study to determine the optimum set of character- 
istics, but not having all the answers on this 
count does not destroy the validity of the con- 
cept or the measurements defined in previous 
sections. 

A limited study was carried out based on the 
data available from the five percent sample of 

the 1960 census returns of the United States and 
also from the data on socioeconomic survey (Ben - 

rud, 1968) of some of the counties of the State 

of North Carolina. The results are presented in 

the next two sections. 
The limitations on the availability of 

data resulted in using the rather restricted 
set of characteristics which were included in 
the Bureau of the Census subject report PC(2) -7B 
"Occupation by Earnings and Education" of the 
United States Census of Population 1960. The 

characteristics X include sex, race, region, 

age and education. We have analyzed data only 
for males. The main occupational classes were 
used as the characteristic Y . The complete 

details of these characteristics are given 
in Table I. 

Based on the X characteristics, a total 

of 120 groups were created. Each of these was 
further divided into ten subsets based on occu- 
pational class. The first step was to obtain 
estimates of mean and median earnings for each 
of the 1,200 subsets. On studying the data, it 
was found that mean (median) earnings were not 
available for a large number of subsets. After 
omitting the South region and the 18 -24 age - 
group from the data, the remaining 480 cells 
had very few missing values. Imputed values 
were substituted for those that were missing by 
simple interpolation. A preliminary analysis of 
variance was performed (See Table II). From the 
results of this study it was concluded that all 
third and higher order interactions were insig- 
nificant. Furthermore, among the second-order 
interactions, those involving occupation were 
more significant than the others. 

Hence, ten separate multivariate regressions 
were run, one for each occupational class to 
represent the effect of various factors on earn- 
ings for different occupations. These provided 
the main effects of all the factors as well as 
all the second -order interactions involving 
occupation. The multiple correlation was greater 

than .95 for most of these regressions and 
greater than .92 for all ten. The results which 
seem to provide reasonable estimates are given 
in Table III. A further check was made by sub- 
stituting the regression estimates for the cells 
without any observations and then performing a 
complete analysis of variance. This analysis 
was used to derive the estimates of all main 
effects and interactions. From these 
regressions, the potential mean and median 
earnings for each of the 120 groups was esti- 
mated by taking the maximum over the ten 
occupational classes. The potential mean and 
median earnings along with the occupation class 
which yields the optimum earnings are presented 
in Tables IV and V. 

Table VI presents three types of earnings: 



actual, estimated, and potential earnings. The 
males in each occupational class were divided 
into subsets depending on their age, education, 
race, and region. The subsets were numbered 1, 
2, ..., k . Define: 

Ni the number of males in the i -th subset, 

the actual observed mean earnings of 
the males in the i -th subset, 

Ei = the estimated mean earnings based on 
regression and factorial analysis as 
outlined for the i -th subset. This 
estimate approximates actual mean 
earnings, 

Pi the potential mean earnings for the 
i -th subset as given in Table V. This 

is the maximum of the estimated mean 
earnings over 10 occupational classes. 

The corresponding values for "total earn- 
ings" in Table VI were obtained by summing over 
subsets as follows: 

k 
Total Actual Earnings = E NiAi 

i 

k 
Total Estimated Earnings = E NIE. , 

i =1 

k 
Total Potential Earnings = E NiPi . 

i =1 

The results in Table VII were obtained sim- 
ilarly, by finding the number of males having 
earnings below the potential median earnings for 
each subset and then summing over all subsets. 

From these results it can be concluded that 
underemployment is minimum in the occupation 
class of managers, officials, and proprietors, 
except farm (i.e., "other managers" in Tables VI 
and VII). The worst group with respect to under- 
employment is farm laborers. Furthermore, the 
differential in underemployment between whites 
and nonwhites is greater in the South than in 
the North and West. 

6. Application to North Carolina Survey Data. 
A socioeconomic survey was conducted in twelve 
selected counties of North Carolina in 1965. 
The information obtained for the sample indivi- 
duals included age, race, sex, education, occu- 
pation and income during 1964. However, the 
samples were insufficient to make reliable esti- 
mates of mean and median incomes for the various 
subsets of interest. A preliminary analysis 
revealed that the reported incomes in 1964 in 
these counties were comparable with estimated 
earnings for similar individuals in the South 
for 1959. Hence, further calculations were made 
using the potential mean and median earnings for 
subsets computed for the South for 1959. The 
results are given in Tables VIII and IX. 

It should be borne in mind that the under- 
employment problem in these counties in 1964 may 
be more severe than indicated by the figures in 
Tables VIII and IX, since the potential earnings 
for the South should have been higher in 1964 
than in 1959. However, comparisons between coun- 
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ties are still possible. Thus, the worst coun- 
ties are Avery and Yancey and the best counties 
are Halifax and Richmond. 

7. Further Applications. In view of the high 
multiple correlations observed with the U. S. 

data, it appears that the number of variables 
considered may be adequate. Since information 
on these characteristics is also collected in 
the Current Population Surveys (CPS), underem- 
ployment for intercensal years can be evaluated. 
For example, underemployment in 1967 relative to 

1959 (census year) can be measured by: 
1. Converting estimated 1967 actual earn- 

ings to 1959 dollars, 
2. Computing estimated 1967 potential 

earnings using 1959 potential mean earnings 
with 1967 weights for the appropriate subsets 
defined by age, race, education, region and 
occupation, 

3. Converting the resulting estimated per- 
cent loss of output to an index by computing 
the ratio (LB /LC) x 100 , where LB is the 
percent loss of áutput for the current year 1967 
and L is the percent loss of output for the 

base year 1959. It is not essential that current 
actual earnings (or potential earnings) be con- 
verted to census year dollars; any other suitable 
base year can be chosen for this purpose. It is 

important, however, that the potential mean and 
median earnings for the age, race, education, 
region and occupation subsets be computed using 
data for the most recent year for which reliable 
estimates of these quantities are available. 
Periodic up- dating of the potential mean and 
median earnings for the subsets of interest is 
required to keep abreast with the effects of 
technological and social change, as reflected in 
the changing demand for specific occupational 
skills and in the removal of barriers to full 
employment. Sufficient data for up- dating poten- 
tials may only become available after each 
decennial census. 

Although not carried out with the twelve 
North Carolina counties, a procedure similar to 
the above can be used for comparisons between 
communities, counties, state economic areas, or 
other areas of interest. Briefly, L is com- 
puted using census data for the speciic areas 
to determine the base year weights (age, race, 

education, occupation subset sizes), but using 
regional potential mean earnings. L is com- 
puted, using current survey data to estimate 
total earnings and to estimate the current 
weights, with the same base year regional poten- 
tial means. This quality is the same as computed 
for the twelve North Carolina counties. Compari- 
sons between areas are made using the standardized 
index 100LC /LB for each area. 

The suggested underemployment indices will 
reflect the characteristics of economic cycles as 
well as the specific structural -frictional 
aspects of various communities. To distinguish 
structural underemployment from cyclical under- 
employment, it is necessary to standardize for 
the cyclical sensitivity of area underemployment. 
An approach similar to that used by Miller (1968) 

on area unemployment could be used. The proposed 
indices may be useful for testing economic theor- 
ies and hypotheses concerning occupational wage 
differentials and their changes over the business 



cycle. Particular reference is made to the alter - 
nate hypotheses of Reder (1955) and (1962). 

The comparison of indices of underemployment and 
unemployment may shed additional light on these 
hypotheses. 

8. Conclusions. No claims are made concerning 
the merits of the proposed technique for measur- 
ing the "absolute" level of underemployment. It 

seems clear that the proposed approach overesti- 
mates the "absolute" level of underemployment 
particularly in that it ignores (a) certain as- 
pects of the labor market, (b) differences in 
individual potential earnings associated with 
innate abilities or with special skills obtained 
in training programs, and (c) personal occupation- 
al preferences. These deficiencies should not 

greatly deter the usefulness of the index for com- 
paring populations in different areas or the same 
population in different time periods as a relative 
measure. The method has the advantage of flex- 
ibility in that it may be used to establish a con- 
sistent set of indices of underemployment over 
time and space for rural or urban populations, for 
occupation groups, and for various social classes 
defined by race, education, age and sex. Further, 
the data required to compute the index may be 
relatively inexpensive to obtain: 

Census year data are used to estimate the 
required potential earnings standards and 
base year indices. Annual indices on a regional 
basis could be calculated using data collected by 
the Bureau of the Census Current Population 
Surveys. Current indices for populations confined 
to smaller areas such as counties or state econ- 
omic areas may require surveys of sufficient size 
to estimate actual earnings and the weights (sub- 
set sizes) required by the method. The extent to 
which secondary sources might provide the needed 
data on current earnings and on the weights on a 
routine basis has not been explored. 
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TABLE I. List of characteristics with description 

Factor A - Occupational class 
1. Professional, Technical, and Kindred 

Workers 
2. Farmers and Farm Managers 
3. Managers, Officials and Proprietors, 

Except Farm 
4. Clerical and Kindred Workers 
5. Sales Workers 
6. Craftsmen, Foremen and Kindred Workers 
7. Operatives and Kindred Workers 
8. Service Workers 
9. Farm Laborers and Foremen 

10. Laborers, Except Farm 

Factor B - Séx 
1. Male 

Note: Females were not included in this analysis. 

Factor C - Region (See Appendix D) 
1. North and West United States 
2. South United States 

Factor D - Race 
1. White 
2. Non -white 

Factor E - Age 
1. 18 -24 years 
2. 25 -34 years 
3. 35 -44 years 
4. 45 -54 years 
5. 55 -64 years 

Factor F - Education 
1. Elementary School: -7 years 
2. Elementary School: 8 years 
3. High School: 1 -3 years 
4. High School: 4 years 
5. College: 1 -3 years 
6. College: 4 or more years 



TABLE II. Preliminary analysis of variance of 1959 earnings data 

Source 

Mean Median 
Degrees of Sums of Mean Sums of Mean 
Freedom Squares Squares Squares Squares 

Main Effects: 
Occupation 9 1395.6 155.1 
Race 1 57.3 57.3 
Age 3 87.2 29.1 
Education 5 738.7 147.7 

Second -Order Interactions 
with Occupation 

Error 

Total 

Note: 

820.8 91.2 
58.6 58.6 
37.3 12.4 

364.7 72.9 

81 421.2 5.2 127.2 1.6 

357 133.7 0.4 30.7 0.1 

479 2873.0 1458.5 

(1) This analysis does not include the South region and the age -group 18 -24 years. 

(2) The sums of squares and mean squares are in the units of 106. 

TABLE III. Regression coefficients for the regressions of mean 

and median earnings for each occupational class 

A. Mean Earnings 

Source 1 2 3 4 

Occupation Class 

8 9 10 5 6 7 

Mean 4423 3124 6379 4427 5721 4667 3992 3423 2023 3143 

Effects: 

Race (2) -(1) -1746 - 752 -1396 - 372 - - 720 - 479 - 456 - 146 - 270 

Region (2) -(1) - 465 - 127 - 569 - 176 - 474 - 477 - 473 - 315 - 352 - 480 

Age (2) -(1) - 821 143 -1159 - 114 - 252 67 45 168 122 158 

(3) -(1) 1083 606 687 715 1188 709 609 635 301 521 

(4) -(1) 1878 550 2158 873 1468 676 532 486 261 418 

(5) -(1) 1872 12 3072 748 1141 373 222 204 47 136 

Education (2) -(1) -1726 -1184 -2393 - 555 -1352 - 788 - 317 - 468 - 175 - 104 

(3) -(1) - 219 - 505 - 969 - 160 - 625 - 388 - 132 - 186 67 43 

(4) -(1) 339 - 24 85 144 156 10 146 156 415 380 

(5) -(1) 820 1343 1630 333 1088 294 330 147 222 131 

(6) -(1) 3297 1932 4730 1275 3000 2041 659 1146 - - 

Multiple 
Correlation .9295 .9630 .9252 .9661 .9650 .9702 .9661 .9464 .9517 .9638 

B. Median Earnings 

Occupation Class 

Source 1 2 3 4 5 6 7 8 9 10 

4383 2270 5045 4292 4749 4449 3820 3255 1782 3028 

Effects: 

Race (2) -(1) -1054 - 461 - 927 - 292 - - 695 - 442 - 404 - 87 - 214 

Region (2) -(1) - 427 - 232 - 391 - 179 - 403 - 490 - 528 - 340 - 376 - 564 

Age (2) -(1) - 257 229 - 363 63 187 155 123 290 166 218 

(3) -(1) 1038 492 867 716 1099 723 604 665 318 522 
(4) -(1) 1222 300 1264 761 1005 620 501 473 301 447 
(5) -(1) 1141 - 99 1123 595 412 312 205 189 - 32 169 

Education (2) -(1) -1119 - 748 -1488 - 393 - 908 - 690 - 233 - 417 - 148 - 57 

(3) -(1) - 58 - 274 - 520 - 62 - 407 - 281 - 49 - 155 42 63 

(4) -(1) 511 60 154 203 273 104 220 179 332 373 

(5) -(1) 690 877 999 232 773 297 301 181 245 26 

(6) -(1) 1668 1155 2990 856 2031 1627 346 968 - - 

Multiple 
Correlation .9622 .9759 .9485 .9723 .9732 .9643 .9604 .9383 .9348 .9670 
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TABLE IV. Potential Mean Earnings (in dollars) and optimum occupation 

class for males 18 to 64 years old in the experienced civilian labor 

force with earnings in 1959, by race, region, years of school 

completed, and age for the United States 

(a) White- -North and West U. S. 

Age Groups 

Education 18 - 24 25 - 34 35 - 44 45 - 54 55 - 64 

Elementary 
0-7 years 3081(6) 4992(6) 5756(3) 7244(3) 8051(3) 

8 years 3252(6) 5259(6) 6550(3) 8112(3) 8998(3) 
High School 
1 -3 years 3596(6) 6416(3) 8153(3) 9635(3) 10473(3) 

4 years 3826(6) 7366(3) 9207(3) 10585(3) 11496(3) 

College 
1 -3 years 4385(3) 8668(3) 10589(3) 12174(3) 12907(3) 

4 or more 7072(3) 11093(3) 13416(3) 15267(3) 15968(3) 

(b) Nonwhite- -North and West U. S. 

Elementary 
0-7 years 2327(7) 3785(5) 5019(5) 5390(5) 5276(3) 

8 years 2478(7) 4562(5) 5812(5) 6258(5) 6215(3) 
High School 
1 -3 years 2628(7) 5074(5) 6454(5) 6819(5) 7611(3) 

4 years 2858(5) 5615(5) 7099(5) 7569(3) 8611(3) 
College 
1 -3 years 3544(5) 6698(5) 8263(5) 9275(3) 10140(3) 

4 or more 5263(5) 8156(5) 10285(3) 12218(3) 13050(3) 

(c) White- -South U. S. 

Elementary 
0-7 years 2302(6) 3955(6) 4555(3) 5960(3) 6736(3) 

8 years 2639(6) 4387(6) 5514(3) 6993(3) 7848(3) 
High School 
1 -3 years 2955(6) 5426(3) 7091(3) 8488(3) 9296(3) 

4 years 3306(6) 6498(3) 8266(3) 9561(3) 10440(3) 

College 
1 -3 years 3955(3) 7980(3) 9829(3) 11330(3) 12032(3) 
4 or more 6613(3) 10377(3) 12627(3) 14394(3) 15064(3) 

(d) Nonwhite- -South U. S. 

Elementary 
0-7 years 1375(7) 2658(4) 3777(5) 4064(5) 3729(3) 

8 years 1691(7) 3557(5) 4736(5) 5097(5) 4834(3) 
High School 
1 -3 years 1944(4) 4042(5) 5350(5) 5631(5) 6202(3) 

4 years 2218(4) 4705(5) 6117(5) 6313(3) 7324(3) 
College 
1 -3 years 3073(5) 5969(5) 7462(5) 8200(3) 9033(3) 

4 or more 4763(5) 7398(5) 9292(5) 11114(3) 11915(3) 

NOTE: Number in the bracket indicates optimum occupation group. 
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TABLE V. Potential Median Earnings (in dollars) and optimum occupation 
class for males 18 to 64 years old in the experienced civilian labor 

force with earnings in 1959, by 
completed, and age for 

(a) White- -North and West U. S. 

race, region, 

the United 

Age Groups 

years of school 
States 

Education 18 - 24 25 - 34 35 - 44 45 - 54 55 - 64 
Elementary 

-7 years 3246(6) 5108(6) 5475(6) 5214(1) 5435(3) 
8 years 3363(6) 5321(6) 5733(6) 6170(3) 6542(3) 

High School 
1 -3 years 3607(6) 5733(1) 6985(1) 7460(3) 7766(3) 

4 years 3894(6) 6317(1) 7650(1) 8049(3) 8419(3) 
College 
1 -3 years 3453(6) 7021(3) 8356(3) 9252(3) 9434(3) 

4 or more 5253(3) 8635(3) 10265(3) 11341(3) 11432(3) 

(b) Nonwhite --North and West U. S. 

Elementary 
0-7 years 1997(7) 3909(5) 4980 0) 5339(5) 4954(5) 

8 years 2151(7) 4728(5) 5844(5) 6284(5) 5961(5) 
High School 
1 -3 years 2435(5) 5177(5) 6376(5) 6737(5) 6869(3) 

4 years 2933(5) 5656(5) 6938(5) 7225(5) 7557(3) 
College 
1 -3 years 3592(5) 6888(5) 8177(5) 8561(5) 8981(3) 

4 or more 5390(5) 8122(5) 9705(5) 10783(3) 11151(3) 

(c) White- -South U. S. 

Elementary 
0 -7 years 2388(6) 3959(6) 4335(6) 4105(3) 4405(3) 

8 years 2652(6) 4320(6) 4740(6) 5299(3) 5660(3) 
High School 
1 -3 years 2894(6) 4775(1) 6035(1) 6586(3) 6881(3) 

4 years 3356(6) 5535(1) 6876(1) 7352(3) 7710(3) 
College 
1 -3 years 3012(6) 6492(3) 7836(3) 8651(3) 8821(3) 

4 or more 5201(3) 8293(3) 9932(3) 10927(3) 11006(3) 

(d) Nonwhite- -South U. S. 

Elementary 
0 -7 years 915(4) 2694(5) 3774(5) 4052(5) 3656(5) 

8 years 1353(4) 3661(5) 4786(5) 5145(5) 4811(5) 
High School 
1 -3 years 1656(5) 4107(5) 5316(5) 5595(5) 5716(3) 

4 years 2330(5) 4763(5) 6053(5) 6259(5) 6579(3) 
College 
1 -3 years 3085(5) 6091(5) 7388(5) 7692(5) 8100(3) 

4 or more 5070(5) 7511(5) 9103(5) 10100(3) 10457(3) 

NOTE: Number in the bracket indicates optimum occupation group. 
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TABLE VI. Estimated 1959 loss of output as a percent of 

potential earnings for two regions of U. S. 

A. North and West U. S. 

No. of 

Males 
Total Earnings 

in 

Loss of 
Output L 

Occupation (000's) Million Dollars in Percent 

Actual* Estimated ** Potential 

1. Professional 3215 27.4 28.4 35.3 22 

2. Farm Managers 1182 4.5 4.5 9.9 55 

3. Other Managers 3042 30.0 30.2 30.3 1 

4. Clerical 2157 10.8 10.8 17.7 40 

5. Sales 1836 12.6 12.6 16.7 25 
6. Craftsmen 6162 35.2 35.4 49.5 29 

7. Operatives 6204 29.5 29.6 44.5 34 

8. Service 1679 6.7 6.6 12.7 47 

9. Farm Labor 451 1.0 1.0 2.7 63 

10. Other Labor 1880 7.1 7.1 12.4 43 

Race 

1. White 26310 159.0 160.5 223.3 29 
2. Non -white 1498 5.8 5.7 8.4 31 

Total 27808 164.8 166.2 231.7 29 

B. South U. S. 

Estimates 
No. of Total Earnings Loss of Based on 
Males in Output L Potential Earn - 

Occupation (000's) Million Dollars in Percent ings for North 

Actual* Estimated ** Potential Potential Loss 

1. Professional 995 8.03 8.01 10.06 20 10.08 26 
2. Farm Managers 666 1.76 1.86 4.18 58 4.93 64 

3. Other Managers 1214 10.03 10.46 10.51 5 11.67 14 
4. Clerical 679 3.13 3.18 4.87 36 5.47 43 

5. Sales 688 3.92 4.03 5.38 27 6.00 35 

6. Craftsmen 2285 10.42 10.38 14.54 28 16.88 38 
7. Operatives 2416 8.59 8.62 12.79 33 15.25 44 

8. Service 602 1.77 1.73 3.24 46 3.88 54 

9. Farm Labor 409 0.52 0.49 1.69 70 2.13 76 
10. Other Labor 971 2.32 2.32 4.28 46 5.33 57 

Race 

1. White 9152 46.59 47.21 64.76 28 73.59 37 

2. Non -white 1773 3.90 3.87 6.78 42 8.81 56 

Total 10925 50.49 51.08 71.54 29 82.40 39 

* Actual refers to 1959 Census results. 

** Estimated refers to results obtained using factorial analysis and regression equations. 
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TABLE VII. Estimated 
potential median 

by 

Total No. 
of Males 

number of 1959 males 
earnings and the percentage 
region, in the United 

North and West U. S. 

with earnings below the 
underemployed, 

States 

Percent Under - No. of Males (000's) 
Occupation (000's) With Earnings Below employed U 

Estimated Potential 
Median Median 

1. Professional 3215 1700 2077 15 

2. Farm Managers 1182 578 1033 37 

3. Other Managers 3042 1563 1639 4 

4. Clerical 2157 1086 1759 32 

5. Sales 1836 917 1241 18 

6. Craftsmen 6162 3154 4094 16 

7. Operatives 6204 3200 4685 26 

8. Service 1679 838 1490 39 

9. Farm Labor 451 259 439 47 

10. Other Labor 1880 954 1581 16 

Race 

1. White 26310 13533 18797 21 

2. Non -white 1498 716 1241 33 

Total 27808 14249 20038 28 

South U. S. 

Total No. 
of Males No. of Males (000's) Percent Under- 

Estimates 
Based on 

Potential Medians 

Occupation (000's) With Earnings Below employed U for North 

Estimated Potential Number 
Median Median (000's) U 

1. Professional 995 516 653 16 710 21 

2. Farm Managers 666 348 602 40 623 43 

3. Other Managers 1214 641 674 6 769 13 

4. Clerical 679 355 517 26 586 36 

5. Sales 688 351 477 19 530 27 

6. Craftsmen 2285 1133 1473 14 1797 29 

7. Operatives 2416 1247 1847 26 2166 40 

8. Service 602 299 516 36 568 44 

9. Farm Labor 409 191 395 46 407 49 

10. Other Labor 971 488 814 34 914 44 

Race 

1. White 9152 4727 6462 21 738 31 

2. Non -white 1773 844 1506 35 169 45 

Total 10925 5571 7968 23 907 33 
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TABLE VIII. Estimated and potential earnings 

for twelve North Carolina counties 

No. of 

Males in Percent Loss 

County the Sample Earnings in Thousand Dollars of Output L 

Actual* Estimated ** Potential ** 

1964 Earnings Earnings 

Bertie 130 467 462 755 38 

Halifax 136 527 471 721 27 

Hertford 140 497 535 826 40 

Northampton 125 366 438 691 47 

Macon 125 432 513 797 46 

Richmond 122 512 502 724 30 

Robeson 120 367 367 608 40 

Scotland 112 367 394 614 40 

Watauga 140 480 601 897 46 

Avery 72 206 294 445 54 

Mitchell 137 495 631 892 45 

Yancey 101 301 380 616 52 

Total 1460 5010 5012 8579 42 

* Based on incomes reported in the survey rather than on earnings. 

** Computed using 1959 mean earnings and potential mean earnings for the 
age, race, education and occupation subsets in the South. 

TABLE IX. Estimated number of males having income 

(actual, 1964) below estimated and potential median earnings 

for twelve North Carolina counties 

No. of 

Males in The Number Percent Under - 
County the Sample With Income Below employed U 

Estimated Potential 
Median Median 
Earnings* Earnings* 

Bertie 130 53 101 28 
Halifax 136 54 87 14 

Hertford 140 64 104 24 

Northampton 125 67 105 34 
Macon 125 74 99 29 

Richmond 122 52 83 18 
Robeson 120 58 95 29 
Scotland 112 63 88 29 
Watauga 140 84 110 29 

Avery 72 55 62 36 
Mitchell 137 84 108 29 
Yancey 101 65 87 36 

Total 1460 773 1129 27 

* Computed using 1959 median earnings and potential median 
earnings for the age, race, education and occupation subsets 
in the South. 
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INTERNAL NET MIGRATION RESPONSE DIFFERENTIALS FOR THE UNITED STATES BY 
NON- LINEAR ITERATIVE LEAST SQUARES ESTIMATION PROCEDURE* 

G. K. Kripalani, Western Michigan University 

Introduction 

This study is concerned with analyses of 
changes in internal net migration of small 
population groups stratified by age, sex and 
color for geographical sub -regions of the 
United States. 

Several widely divergent motives may 
underlie the migration behavioral pattern of 
the people of an area. Better wages, or more 
generally, more favorable economic opportuni- 
ties, present or potential, represent one major 
group of factors influencing migration deci- 
sions. Another major group of causes stems from 
socio- cultural environment of the areas of 

origin of migrants and their anticipated evalu- 
ation of corresponding socio- cultural situa- 
tions in the areas of potential in- migration. 
Migration decisions are also affected by infor- 
mation, costs, existence of programs of assist- 

ance and kindred factors. 

A theory of labor migration which regards 
relative wage ratio as the sole primary deter- 
minant of net migration is considered too 
simple and too inadequate to be useful in 
theoretical formulations or in empirical 
investigations. The general remarks in the 
preceding paragraphs suggest that neither 
relative wage ratio nor even some of tie Major 
relative economic opportunity factors may 
completely explain migration behavior. More- 
over, for some of the major independent vari- 
ables included in the model, adequately valid 
data series may not be available; besides, the 
nature of some particular variable may be such 
as to preclude its measurability or observ- 
ability. For example, valid reasons are 
advanced that relative wage ratio, which by 
general consensus is regarded as a major eco- 
nomic variable in any model explaining net 
migration, is nonobservable because the ratio 
should relate to the marginal workers confront- 
ing migration choice and should not be the 
ratio of average wages. 

The principal premise underlying this 
study is that net migration is a function of 
more than one major variable even when the 
analyses are based on data subdivided into 
small age- sex -color groups, that some of these 
variables are nonmeasurable or nonobservable 
and that valid data series for such variables 
do not exist for use in empirical investi- 
gations. It is in this basic premise of the 
nonobservable character of some of the major 
explanatory variables that the principal 
justification for the method of analyses used 
in this study lies. The procedure used does 
not permit testing of hypothesis but yields 
estimates of model parameters which can be 
interpreted in terms of the hypothesis under- 
lying model specification. 
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In general terms, a theory of supply of net 
migrants may be formulated as follows: the num- 
ber of net migrants from area A to the rest of 
the nation or to area A by the rest of the nation 
is a function of several variables, some of which 
are measurable and some of which are not. It 
will be assumed that nonmeasurable variables 
have a significant role to play in explaining 
variations in the supply of net migrants. 
Mathematically, we may write: 

Y = f (Z1, Z2, Zn) 

where Y represents the supply of net migrants 
and 21, Z2, ..., Zn represent the independent 
variables such as relative wage ratio, other 
economic opportunity factors, phase of the 
business cycle and non -economic factors influ- 
encing.internal migration. 

Since some of the variables are not measur- 
able, we may replace all variables, measurable 
and nonmeasurable, by one 'omnibus" variable by 
means of the substitution g(Z) = f (Z1, Z2, ..., 

Zn). Hence we have: 

Y g (Z) 

For example, if initially, we considered 

Y = a 2181Z282 e 

as the complete specification of the model, we 
would use the substitution 

2ß e 

and consider the model 

where Z is nonmeasurable "omnibus" variable, and 
e, the random term. The "omnibus" variable Z 
may be regarded as representing an index of 
relative opportunity which incorporates all eco- 
nomic and non -economic variables affecting net 
migration. The problem of estimating Z and the 
model parameters a and has been handled by 
Johnston and Tolley (1968) by using a nonlinear 
iterative procedure, a slightly modified version 
of the NILES procedure of Wold (1965). In this 
study Johnston and Tolley formulation has been 
used. An essential property of this interative 
procedure is that the sequence of parameter 
estimates obtained at various iteration stages 
converges to the underlying parameter value not 
in an absolute sense but in a relative sense. 
Hence the character of Z, a and estimates 
obtained at the final iteration stage is not 
cardinal but ordinal. 



Net migration behaviour model of this study 
is based on the hypothesis that within a color - 
sex category the net migration rate of an age 
group is a function of nonobservable index of 

relative opportunity. Further, all age groups 
within a color -sex category face the sane index 
at the same time. If suffix i refers to an age 

group within a color -sex category and suffix t 

refers to time, the model becomes 

Yit Eit 

which after taking logarithms is transformed to 
linear form 

Yit -= a; + + Eft 

The dependent variable Yit is the logarithm 
of net migration rate Yit calculated as 

Yit = (Eit + Mit)/Eit 

where = number of net migrants of age group i 
during time period t of the color -sex category 
in question, and Eit = the population exposed 
to risk of net migration of age group i during 
time period t of the color -sex category in 
question. 

Yit represents the 'survival' rate against 
net migration on the analogy of life table 
survival rates in the theory of single and 
multiple decrement tables. 

Data Required and Their Sources 

Statistical data required in this study 
related to the number of net migrants, Mit and 
the number exposed to risk of net migration, 
Eit used as the appropriate supply shifter. The 

available material regarding the estimated num- 
ber of net migrants and the net migration rate 
for individual color- sex -age groups using cen- 
sus- survival rates was considered unsatis- 
factory. The problem of estimating the number 
of net migrants and the net migration rate was 
investigated independently of the existing pro- 

cedures and formulas and an alternative approach 
devised. See Kripalani (1968). 

It was recognized that the amount of compu- 
tational work involved in preparing the basic 
statistica required in respect of all states for 
each of the four color -sex categories (white 
male, white female, nonwhite male and nonwhite 
female) for small age groups for six decades was 
very large. Practical considerations therefore 
suggested that one of the existing series of 
data would have to be used. It was decided to 
use the estimates prepared by Lee et al. (1957) 

in their momentous work, Population Redistribu- 
tion and Economic Growth, United States, 1870- 
1950, for the five decades 1900 -10 to 1940 -50. 
For 1950 -60, however, considerations of compar- 
ability warranted that corresponding estimates 
be prepared on the basis of formulas used by Lee. 
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Lee's estimates of net migration (numbers and 
rates) are available for each of the four color - 
sex categories with five broad age groups 0 -4, 
5 -14, 15 -34, 35 -54, and 55+ at the beginning of 
the decade (or 10 -14, 15 -24, 25 -44, 45 -64, and 
65+ at the end of the decade). 

The cross -sectional analyses for the 1950 -60 
decade were based on statistics published by the 
Economic Research Service of the U. S. Department 

of Agriculture (1965) in their Population- Migra- 
tion Report giving net migration numbers and rates 
by age, sex and color separately for metropolitan 
and nonmetropolitan state economic areas. The 
published data were aggregated, wherever neces- 
sary, for the age groups 0 -9, 10 -14, 15 -19, 20- 
24, 25 -34, 35 -44, 45 -54, 55-64, and 65+ at the 
start of the decade for each of the four color - 
sex categories. 

The iterative procedure was applied to 
Johnston and Tolley model 

Yit = + eit 

to obtain estimates of net migration response 
differentials ß's and the non -observable omnibus 
variable Z's by age, sex and color for the 48 
states of the Continental United States and the 
District of Columbia, (a) based on analyses of 
time series data for the six decades 1900 -10 
through 1950 -60 and (b) based on analyses of 
cross section data for 1950 -60 decade separately 
for metropolitan state economic areas (MSEA) and 
non -metropolitan state economic areas. Analyses 
were made separately for each of the four color - 
sex categories --white male, white female, non- 
white male, and nonwhite female. For time series 
analyses, each category was further subdivided 
into five age groups based on Lee's data, while 
for cross -section analyses, each category was 
subdivided into nine age groups based on USDA 
data. 

Empirical Results of Time Series Analyses 

In about 50 percent of the cases, 5 or less 
than 5 iterations were required to terminate the 
iterative process. In about 20 percent of the 
cases, more than 10 iterations were necessary. 
Total sum of squares explained by the regression 
equation at the final iteration state was 90 
percent or higher in 64 percent of the cases; R2 
was below 50 percent in 17 percent of the cases. 

Estimates of Omnibus Variable over Time. The 
ordinal character of parameter estimates per- 
mitted the ranking of the index of relative 
opportunity. The rank analyses showed that there 
were significant differences in the ranks of the 
index of relative opportunity between the six 
decades spanned by the study. The test statistic 
(Friedman's X2r -See Siegel (1956), p. 166 -) was 
generally highly significant for the United States 
as a whole, and for some important net in- migra- 
tion and net out -migration regions. (Tables 1 



and 2). 

Main findings for net in- migration data 
(Table 1) were: For white male and female cate- 
gories, was highest in 1900 -10 decade and 
touched its lowest value during the 1930 -40 
depression decade, a result which might have been 
expected. This is evidence of the fact that 
during the depression decade the index of rela- 
tive opportunity which is above unity in net in- 
migration areas tends to move toward unity or 
there is a reduction in the strength of the pull 
forces exercised by an in- migration area on the 
potential migrants in the rest of the nation. 
The index progressively declined from 1900 -10 to 
1930 -40 showing that the wider dispersion of 
economic activity during the World War I and 
post -World War I decades reduced the attractive- 
ness of traditional net in- migration states for 
white males and white females. As compared to 
the deprassi.on decade, the relative attractive - 
aess of net in- migration states improved signi- 
ficantly in the subsequent two decades but 
remained at levels substantially below that of 
pre- depression decades. 

For the nonwhites, the increased economic 
activity of World War I and the following decade 
greatly increased the relative attractiveness 
of the net in- migration states, probably reflect- 
ing the fact that during these two decades, the 
growth of economic opportunities in traditionally 
nonwhite net out -migration areas did not decrease 
the incentive for nonwhites to move out as it did 
for the whites. Contrarily, the strength of the 
pull exercised by net in- migration states on 
potential nonwhite migrants increased during 
these decades. The depression decade considera- 
bly reduced the strength of pull forces on the 
nonwhites as it did for the whites. The index of 
relative opportunity for net in- migration states 
for nonwhites picked up again in the 1940 -50 
decade and the 1950 -60 decade from the low levels 
of the depression decade, but the index was lower 
than the levels of 1910 -20 and 1920 -30. A possi- 
ble reason which might explain this phenomenon 
could be that some of the main net in- migration 
states which were important for nonwhites in the 
early part of the present century might have 
ceased to grow at the relatively high rate as 
previously. Another possible reason could lie 
in the increasing nonwhite population base of 
these net in- migration states. Reduction in the 
attractiveness of net in- migration states for the 
nonwhites could also possibly arise from (a) a 
rise in the average age of the potential nonwhite 
out -migrants due to changes in population age 
composition and (b) increased skill requirements 
in jobs due to technological developments in the 
1940 -50 and 1950 -60 decades as compared to 1910- 
20 and 1920 -30 decades. 

Main findings for net out -migration data 
(Table 2) were: the index of relative opportu- 
nity worsened continuously over the six decades 
except for the reversal witnessed during the 
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depression decade for white males and white 
females. The index, which has value less than 
unity in the case of net out- migration states, 
had the highest rank in the first decade of the 
century and lowest rank in 1950 -60 decade for 
white males. The highest rank for white females 
occurred in 1910 -20 and the lowest rank in 1950- 
60. Similarly in the case of nonwhites the 
lowest rank was observed in the 1950 -60 decade, 
thus showing that the index of relative opportu- 
nity tended to worsen for whites and nonwhites of 
both sexes over the period spanned by the study 
or the strength of push forces operating on 
potential migrants in net out -migration states 
was greater in the 1950 -60 decade than in any 
previous decade of the present century. 

The depression decade witnessed a consider- 
able decrease in the strength of push forces 
operating in net out -migration states in the case 
of all four color -sex categories; except for 
white males, the strength of push forces was 
lowest in the depression decade for the other 
three categories. 

From the analyses pertaining to the net in- 
migration and net out -migration data, there is 
adequate support for the hypothesis that during a 
period of general decline in aggregate demand, 
human resource adjustment process is greatly 
slowed down. When national unemployment rate 
increases, the number of both net in- migrants and 
net out -migrants falls; hence the dependent 
variable falls in the case of net in- migration 
and rises in the case of net out -migration. This 
is reflected in the reduced attractiveness of net 
in- migration states and increased attractiveness 
of net out -migration states for potential 
migrants. 

Estimates of Age Group Response Coefficient, 
Bi (Tables 3 and 4). Comparative inferences 
about how different age groups respond to changes 
in the index of relative opportunity could be 
made on the basis of n's, nij - ßi /ßj because the 
iterative procedure yielded estimates of response 
coefficients (elasticities) which were ordinal in 
character. Since the overall analyses were in 
terms of the structure of the communities of 
origin of net out -migrants and of destination of 
net in- migrants, it was expected that behavioral 
response coefficients would be significantly 
different in the case of a state for which data 
permitted both types of analyses. The base popu- 
lation in the case of net out -migrants is the 

population of the area from which net out- migra- 
tion is taking place; net in- migrants, on the 
other hand, are related to the population of the 
area to which they go and not to the population 
base which forms the source of their supply. The 
empirical results showed that this expectation 
was reasonable. 

Response coefficients differed significantly 
from age group to age group. The test statistic 



was highly significant at less than .1 percent 
level in all the four color -sex categories in 
both net in- migration and net out -migration data 
analyses. The substantive findings were: 

Considering net in- migration for white male 
and female categories (Table 3), the response 

coefficient was highest for the age group 15 -34 
(at the start of the decade) followed by age 

group 5-14 and then by age group -4. This high 
level of response by age group 5 -14 and -4 may 
be expected because these groups are generally 
not independent movers but are linked with their 
parents' migration decisions. The fourth in 

rank was age group 35 -54 followed by 55+. In the 
case of nonwhite male and female categories 
(Table 3), the highest response coefficient was 
observed for the age group 5 -14, perhaps an 
interesting evidence of the fact that nonwhite 
male and female migrants are younger than the 
white migrants. Led by age group 5 -14, the other 

age groups in decreasing order of their response 
coefficients were 15 -34, 0 -4, 35 -54 and 55+. 

Considering net out -migration in these 
analyses (Table 4), the order pattern was the 
same for all the four color -sex categories, age 
group 15 -34 having the highest coefficient, 
followed in order by 5 -14, 0 -4, 35 -54 and 55+. 
In contrast to net in- migration analyses, the 
nonwhite male and female categories consistently 
showed rank 1 for the age group 15 -34 in all the 
states covered. A possible explanation for the 
observed feature in the case of nonwhites, viz. 
highest for age group 5 -14 for net in- migration 
analyses but not for net out - migration, may be in 
fact that nonwhites are coming from the scattered 
areas in the South but are going to few northern 
states, giving rise to different population bases 
for different age groups. 

Empirical Results of Cross Sectional Analyses 

The substantive results of cross sectional 

analyses based on metropolitan state economic 
areas (MSEA), which are mainly urban net in -mi- 
gration areas, and nonmetropolitan state eco- 
nomic areas (NSEA), which are mainly rural net 
out -migration areas, separately for the 1950 -60 
decade are briefly discussed below. 

Main Results Based on MSEA Net In- migration 
Analyses (Part (a), Table 5) 

Estimates of age group response coefficient, 
There was clear evidence that significant 

differences existed between the ranks of response 
coefficients for various age groups. The null 
hypothesis was rejected at .1 percent level in 

all the four color -sex categories. 

The cross sectional analyses were based on 
smaller age group subdivisions, 9 in number as 

against 5 age groups in the time series analyses. 

The highest response coefficient in the case of 
whites was among age group 5 (ages 25 -34 at the 
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start of the decade) followed by age group 6 (35- 

44); in the case'of nonwhites, however, the 
highest two ranks were shared by age groups 4 and 
5 (20-24 and 25 -34), a result indicative of the 
fact that among nonwhites the highest response to 
net migration opportunity factors occurs among 
relatively young age groups as compared to whites. 
In all the four categories, the lowest three 

ranks, 7, 8, and 9 for the response coefficients 
occurred among the youngest age group 1 (0 -4) and 
the oldest two age groups 8 and 9 (55 -64 and 
(65+). 

s-Curve 

Part (a) of Table 5 gives the ranks of ßi 
for the United States based on net in- migration 
analyses for MSEA. A Lorentz type curve, desig- 
nated &-curve may be constructed, the curve being 
drawn by connecting points whose coordinates are 

i 

(i, E r ) 

j-1 j 

where r is the rank for age group j. The curve 
corresponding to is given in Figure 1. 

curve may be used as a basis for a broad 
comparison betweeu two categories. When 

for category A) lies below for values 
of i up to, say, i 6, one may reasonably infer 
that high ranks (low numerical values) occur more 
frequently among relatively young age groups in 
category A than in category B. 

The highest response coefficient in the case 
of whites was among age group 5 followed by age 
group 6; in the case of nonwhites, however, the 
highest two ranks were shared by age groups 4 and 
5. This result might be taken as indicative of 
the fact that within the two categories of non- 
whites the highest response occurred among 
relatively young age groups as compared to the 
white categories. In all the four categories, 
the lowest three ranks 7, 8 and 9 for the response 
coefficients occurred for the youngest age group 
1 and the oldest two age groups 8 and 9. 

Table 6 shows the significance levels of 4 
for different regions. In the case of net in- 

migration data analyses, there is no evidence for 
rejecting the null hypothesis at 20 percent level 
in (a) East South Central and Pacific regions for 
white males, (b) West South Central, Mountain and 
Pacific regions for white females and (c) Middle 
Atlantic region for nonwhite females. For these 

regions, therefore, there was no evidence for the 
hypothesis that ranked elasticity of response 
with respect to omnibus variable differed signi- 
ficantly among the various age groups. On the 

other hand, the null hypothesis was rejected at 
the 5 percent level in (a) West South Central 
region for white males, (b) South Atlantic for 
white females, (c) Middle Atlantic, East North 
Central and West South Central for nonwhite 
males, and (d) East North Central for nonwhite 



females. Thus ranked response elasticities among 
various age groups differed significantly and 
displayed a definite ranking pattern among white 
male net in- migrants moving into the metropolitan 
state economic areas in the West South Central 
region. Similar observations might be made for 
regions cited above for relevant categories. 
Existence of a definite ranking pattern criterion, 

significant at 1 percent level, classification 
e in Table 6,. might be taken as indicative of the 
fact that the region in question was more 
selective of some age groups rather than others 
of the category. Classification a or b, on the 
other hand, reflects that no strong evidence of 
the region being definitely more selective of 
some age groups as compared with others. For 
example, Middle Atlantic was definitely age 
selective of nonwhite males but not so of non- 
white females. East North Central was age 
selective for both sexes among the nonwhites. 
Quite significant were the results for the 
Pacific region, whose classification "a" (Xi not 
significant at 20 percent level) showed that the 

region did not have a definite selection prefer- 
ence for some age groups relative to others among 
white male and white female net in- migrants moving 
into the metropolitan state economic areas of the 
region. 

Rank analyses of were of particular 
significance for Florida. The ranks for response 
coefficients for the oldest two age groups i 8 

and i 9 were 3 and 1, respectively, for white 
males and 1 and 2, respectively, for white 
females, reflecting the highest net in- migration 
response by white pensioners of both sexes. The 
corresponding ranks were 6 and 8 for nonwhite 
male and 8 and 7 for nonwhite female categories. 

Main Results Based on NSEA Net Out- migration 
Analyses (Part (b), Table 5) 

Estimates of age group response coefficient, 
ßi. There was clear evidence of the existence of 
significant differences between ranks of response 
coefficients for various age groups. The null 
hypothesis of no significant differences between 
ranks was rejected at .1 percent level in all the 
four color -sex categories. Generally the highest 
response coefficient occurred for age group 20 -24 
followed by age group 25 -34. The highest three 
ranks generally occurred among the three age 
groups 15 -19, 20 -24 and 25 -34. The lowest three 
ranks were found to occur among the youngest age 
group 0 -4 and the oldest two age groups 55 -64 and 
65+. 
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Part (b) of Table 5 gives the ranks of 
for the United States based on net out -migration 
analyses of.NSEA. Corresponding E-curve is given 
in Figure 2. 

Table 7 give's the significance levels of 
in the rank analyses of for different regions. 
Based on net out -migration data, the main results 
were: 

(1) White male- -the null hypothesis could 

be rejected at the 5 percent level in 
the East North Central, West North 
Central, South Atlantic, East South 
Central and West South Central regions. 
At the 10 percent level the null 
hypothesis could be rejected in all the 
regions except the Mountain and Pacific 
regions, both of which are regions of 
large net in- migration for white males. 

(2) White Female- -the null hypothesis could 
be rejected at the 5 percent level in 
West North Central, South Atlantic, East 
South Central, West South Central and 
Mountain regions. At the 10 percent 
level it could be rejected in all 
regions but two, these being New England 

Middle Atlantic. 

(3) Nonwhite male -in all the three main 
regions of net out -migration, viz. South 
Atlantic, East South Central and West 
South Central, the null hypothesis could 
be rejected at the .1 percent level. 

(4) Nonwhite female --as in the case of non- 
white males, the null hypothesis could 
be rejected at the .1 percent level in 
all the three main regions of net out - 
migration. 

A comparison of time series and cross sec- 
tion results yielded some interesting conclusion 
which might be expected. The highest response 
coefficient occurred among young persons and the 
lowest response coefficient among the old age 
groups. Further, the study of net in- migration 
data of MSEA which are predominantly urban areas 
and of net out- migration data of NSEA which are 
predominantly rural communities did not show 
significant pattern differences between response 
coefficients for these two types of areas, viz. 
rural and urban areas. 
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Table 1. Rank Analyses of Z for the United States and Regions 
based on Net Inmigratiori Analyses of Time Series 

Data - Six Decades 1900 -10 through 1950 -60 

Region 
Number 
of states 
covered 1900 -10 1910 -20 

Sum of ranks of 

1920 -30 1930 -40 1940 -50 1950 -60 

Significancea 
Level of 
Friedman's 

(1) (2) (3) (4) (5) (6) (7) (8) (9) 

(i) White Male 

United States 19 46 68 72 81 65 67 .10 
New England 2 2 6 9 12 7 6 .20 
Middle Atlantic 1 1 3 2 6 5 4 -- 
East North Central 2 9 2 6 11 7 7 n. s. 
South Atlantic 5 25 19 19 13 14 15 n. s. 
West South Central 3 3 15 10 11 13 11 .20 
Mountain 3 3 11 16 15 11 7 .05 
Pacific 3 3 12 10 13 8 17 .10 

(ii) White Female 

United States 20 42 58 65 93 80 82 . 001 
New England 4 5 10 17 19 16 17 .10 
Middle Atlantic 2 2 6 4 10 10 10 . 20 
East North Central 3 10 5 6 16 14 12 .20 
South Atlantic 3 14 9 13 9 10 8 n. s. 
West South Central 2 3 10 3 9 9 8 n. s. 
Mountain 3 4 9 13 14 13 10 n. s. 
Pacific 3 4 9 9 16 8 17 .05 

(iii) Non-White Male 

United States 19 79 43 57 93 63 64 . 001 
New England 3 11 5 15 16 8 8 . 20 
Middle Atlantic 3 11 5 4 17 11 15 . 05 
East North Central 5 24 6 11 29 13 22 . 001 
West North Central 3 13 6 11 16 11 6 .20 
South Atlantic 3 14 15 10 7 10 7 n. s. 
West South Central 2 6 6 6 8 10 6 n. s. 

(iv) Non -White Female 

United States 19 81 47 51 82 66 72 .01 
New England 3 13 9 15 12 8 6 n. s. 
Middle Atlantic 3 12 7 3 16 11 14 . 10 
East North Central 5 26 8 9 28 13 21 . 001 
West North Central 3 11 5 7 11 14 15 n. s. 
South Atlantic 3 14 14 10 8 8 9 n. s. 
West South Central 2 5 4 7 7 12 7 n. s. 

an. s. - not significant at 20 percent level. 
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Table 2. Rank Analyses of for the United States and Regions 
based on Net Outmigration Analyses of Time Series 

Data - Six Decades 1900 -10 through 1950 -60 

Region 

Number 
of states 
covered 1900 -10 1910 -20 

Sum of ranks of 

1920 -30 1930 -40 1940 -50 1950 -60 

Significancea 
Level of 
Friedman' s 

(i) White Male 

United States 22 58 67 83 71 84 99 . 02 
New England 4 6 11 16 15 17 19 .20 
Middle Atlantic 2 2 8 7 5 10 10 n. s. 
East North Central 2 7 3 5 7 10 10 n. s. 
West North Central 3 9 8 9 9 15 13 n. s. 
South Atlantic 3 15 11 12 12 6 7 n. s. 
East South Central 4 10 13 13 8 16 24 .05 
West South Central 2 5 8 9 6 6 8 n. s. 
Mountain 2 4 5 12 9 4 8 .20 

(ii) White Female 

United_ States 20 59 51 78 53 89 90 .001 
New England 3 5 8 16 7 13 .10 
Middle Atlantic 1 1 2 3 4 5 6 -- 
East North Central 3 I2 6 11 7 13 14 n. s. 
West North Central 4 14 9 14 14 19 14 n. s. 
South Atlantic 4 17 11 17 10 17 12 n. s. 
East South Central 4 9 13 13 8 17 24 .05 
West South Central 1 1 2 4 3 5 6 -- 

(iii) Non -White Male 

United States 10 31 29 37 17 47 49 .001 
South Atlantic S 16 11 24 10 19 25 .05 
East South Central 3 7 12 8 5 16 15 .10 
West South Central 2 8 6 5 2 12 9 .20 

(iv) Non -White Female 

United States 10 26 41 26 46 .01 
South Atlantic 5 I3 11 23 17 23 n. s. 
East South Central 3 6 9 12 6 16 14 .20 
West South Central 2 7 5 6 3 9 n. s. 

an. s. - not significant. 
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Table 3. Rank Analyses of pfor the United States and Regions 
based on Net ln- migration Analyses of Time Series Data - 

Six Decades 1900 -10 through 1950 -60 

Region 
Number 
of States 
Covered 

Sum of Ranks of Significancea 
level of 
Friednorian's 

Xr 

1 2 3 4 5 6 7 8 

(i) White Male 

United States 16 45 39 26 57 73 . 001 
East North Central 4 10 10 9 15 16 n. s. 
South Atlantic 2 3 7 3 7 10 . 20 
West South Central 2 5 7 4 5 9 n. s. 
Mountain 5 18 9 7 18 23 .01 
Pacific 3 9 6. 3 12 15 .02 

(ii) White Female 

United States 23 72 56 34 82 101 . 001 
New England 2 7 2 4 9 8 . 20 
Middle Atlantic 1 3 1 2 4 5 -- 
East North Central 2 6 4 2 8 10 . 10 
West North Central, 1 3 4 1 5 2 

South Atlantic 4 13 11 4 12 20 . 02 
West South Central 3 7 6 9 9 14 n. s. 
Mountain 7 25 20 7 26 27 .01 
Pacific 3 8 8 5 9 15 .20 

(iii) Non -White Male 

United States 18 46 30 34 75 85 . 001 
New England 3 8 4 6 13 14 . 05 
Middle Atlantic 3 8 5 5 14 13 . 05 
East North Central 5 13 7 10 20 25 . 01 
West North Central 3 6 5 9 Il 14 n. s. 
South Atlantic 3 8 7 3 13 14 . 05 
West South Central 1 3 2 1 4 5 -- 

(iv) Non -White Female 

United States 18 45 36 44 66 79 . 001 
New England 2 3 7 6 6 8 n. s. 
Middle Atlantic 3 7 4 7 12 15 . 05 
East North Central 5 10 7 13 20 25 . 01 
West North Central 3 10 8 9 10 8 n. s. 
South Atlantic 4 12 9 7 14 18 . 20 
West South Central 1 3 1 2 4 5 -- 

an. s. - not significant at 20 percent level. 
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Table 4. Rank Analyses of for the United States and Regions 
based on Net Gut -migration òf Time Series Data - 

Six Decades 1900 -10 through 1950 -60 

Region 
Number 
of State 
Covered 

Sum of Ranks of Signigicancea 
level of 
Friednan's 

X 

1 2 3 4 5 6 7 8 

(i) White Male 

United States 26 84 65 44 96 101 . 001 

New England 4 12 12 4 16 16 . 05 

Middle Atlantic 1 3 1 2 4 "5 -- 
East North Central 7 6 5 6 6 n. S. 

West North Central 7 23 15 13 31 23 . 02 

South Atlantic 3 14 6 3 11 11 . 05 

East South Central 4 9 9 6 16 20 . 01 

West South Central 1 3 1 2 5 4 -- 
Mountain 4 13 15 9 7 16 n. s. 

(ii) White Female 

United States 26 72 55 54 96 113 . 001 

New England 3 9 7 5 9 15 . 20 

Middle Atlantic 1 4 2 1 5 3 -- 
East North Central 2 3 5 4 9 9 .20 
West North Central 7 20 13 13 28 31 . 01 

South Atlantic 4 12 9 7 15 17 . 20 

East South Central 4 9 6 9 17 19 . 02 

West South Central 1 3 1 2 4 5 
Mountain 4 12 12 13 9 14 n. S. 

(iii) Non -White Male 

United States 10 33 22 10 38 47 .001 
South Atlantic 5 16 10 5 19 25 . 001 
East South Central 4 14 10 4 15 17 . 05 
West South Central 1 3 2 1 4 5 -- 

(iv) Non -White Female 

United States 9 30 19 10 34 42 .001 
South Atlantic 5 16 9 6 19 25 . 001 
East South Central 3 8 3 11 12 . 20 
West South Central 1 3 2 1 4 5 

s. - not significant at percent level. 
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Table 5. Rank Analyses of ß. for the United States 
based on (a) Metropolitan State Economic Areas Net Inmigration 

Data and (b) Nonmetropolitan State Economic Areas Net 
Outmigration Data for 1950 -60 Decade. 

Category 

Number 
of 

States 
Covered 

Rank of B. Significance 
Level 

i =1 i =2 i =3 i =4 i =5 i =6 i =7 i =8 i =9 

of 
Friedman' s 

X r 

(a) MSEA - Net Immigration Analyses 

White Male 18 7 4 6 3 1 2 5 8 9 . 001 
Ea - 7 11 17 20 21 23 28 36 45 -- 

White Female 17 7 3. 5 5,5 3. 5 I 5. 5 8 9 . 001 
E - 7 10.5 16 19.5 20.5 22.5 28 36 45 -- 

Nonwhite Male 13 7 4 3 1 2 5 6 8 9 . 001 
- 7 11 14 15 17 22 28 36 45 -- 

Nonwhite Female 13 7 4 3 2 1 5 6 8 9 . 001 
E - 7 11 14 16 17 22 28 36 45 -- 

(b) NSEA - Net Outmigration Analyses 

White Male 31 7 4 3 1 2 5 6 8 9 .001 
E - 7 11 14 15 17 22 28 36 45 -- 

White Female 30 7 4 2 1 3 5 6 8 9 . 001 
E - 7 11 13 14 17 22 28 36 45 -- 

Nonwhite Male 16 8 5 4 2 1 3 6 7 9 .001 
E - 8 13 17 19 20 23 29 36 45 -- 

Nonwhite Female 17 7 5 3 1 2 4 6 8 9 .001 
E - 7 12 15 16 18 22 28 36 45 -- 

- denotes the progressive summation of ranks up to and including i. 
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Table 6. Significance levels of Friedman's in the rank analyses of 13; 
based on MSEAa. Net In- migration data for 1950 -60 decade. 

Region 
White 
male 

White 
female 

Nonwhite 
male 

Nonwhite 
female 

New England 

Middle Atlantic 

East North 

e a 

Central b e e 

West North 
Central 

South Atlantic 

East South 
Central a 

West South 
Central e a b c 

Mountain c a 

Pacific a a 

United States 
total e e e e 

Table 7. Significance levels of Friedman's in the rank analyses of 
based on N$EAa. Net In- migration data for 1950 -60 decade. 

New England c a 

Middle Atlantic a 

East North 
Central d c 

West North 
Central e e b a 

South Atlantic e e e e 

East South 
Central d e e e 

West South 
Central e e e e 

Mountain a d 

Pacific a 

United States 
total e e e e 

as - not significant at 20 percent level; b - significant at 20 percent 
level; c - significant at 10 percent level; d - significant at 5 percent level 
e significant at.l percent level. 
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USE OF SOCIAL SECURITY'S CONTINUOUS WORK HISTORY SAMPLE 
FOR MEASUREMENT OF NET MIGRATION BY GEOGRAPHIC AREA* 

Meyer Zitter and Elisabeth S. Nagy 
U. S. Bureau of the Census 

This paper considers the potential of a 

newly developed resource, the Social Security 
Administration's Continuous Work History Sample, 

for use in derivation of estimates of net resi- 

dent migration for geographic areas such as 

regions, States, and Standard Metropolitan Sta- 

tistical Areas. The nature of the Work History 

File, its coverage, its limitations and the 

procedural problems associated with its use 

for measurement of resident migration are dis- 

cussed. Estimates of net migration derived 

from the Work History File for regions, States, 

and by race for 1960 -65 are compared with 

closely corresponding estimates from other 

sources, such as the 1960 Census, postcensal 

surveys, and independent population estimates 
prepared at the Bureau of the Census. 

Nature and coverage of the Work History 
File. - -In any study involving a secondary use 
of administrative statistics one needs to con- 
sider most carefully applicability of the data 

to the problem at hand and the amount of man- 
ipulation necessary to make the,data "fit the 
need." In the present case, a File containing 
incomplete employment data is examined for its 
applicability to the problem of measuring resi- 
dent migration. As limiting as such a File may 
appear initially, it nevertheless constitutes 
an important source of information now regularly 
available to students of population movements. 

The Continuous Work History Sample (CWHS) 

is a one - percent sample of all persons who have 
a Social Security account number and have worked 
in covered employment. The characteristics of 
persons in the Sample --age, sex, and race --come 

from the individual's application for a Social 

Security account number (Form SS -5). Informa- 

tion on earnings and employment is obtained from 
the quarterly earnings reports (annually in the 
case of farm workers) filed by each employer 

*The programming and processing of the Work His- 
tory Sample data tapes which provided the basic 
migration matrix for States and Standard Metro- 
politan Statistical Areas were carried out by 
David Hirschberg, Regional Economics Division, 
Office of Business Economics. Jerome M. Glynn, 
Population Division, Bureau of the Census, was 
responsible for further computer processing for 

adaptability to population estimation method- 
ology. The assistance of Mildred Stanback in 
the statistical processing is gratefully 
acknowledged. 
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for his employees in covered employment (Forms 
IRS -941, IRS -942, IRS -943, and OAR -53). A 
separate sample file is maintained for self - 
employed persons. (The present study excludes 
the latter.) 

The sample is selected on the basis of 
specified digits in the last four places of 
the nine -digit Social Security account number. 
Once an account number falls in the sample, it 

will reappear each year that the person works 
in covered employment. It is thus possible to 
make year -to -year comparisons for the same in- 
dividual and to keep track of changes in his 
place of employment, coded by address of em- 

ployer to State and SMSA. 

In 1966 the workers in OASDHI programs 
comprised 88 percent of total civilian employ- 
ment. The great majority of workers presently 
excluded from coverage fall into three cate- 
gories: Federal civilian employees and some 
State and local government employees; household 
workers and farm workers who do not work long 
enough or earn enough to meet minimum require- 
ments; and very low income self -employed 
persons. 

Use of the File on the national level. - -An 
overall summary of how well the Work History 
File reflects interstate migration of employed 
persons is provided in Table 1. In it, national 
summaries of the annual number of the Work His- 

tory File's interstate migrants (reflecting 
change of place of employment and not neces- 
sarily change of residence) are compared with 
interstate migrants obtained from the Census 
Bureau's Current Population Survey (reflecting 
change of residence). Table 1 will be used 
to illustrate the basic problems of working 
with the File on the national level, although 
the description of the limitations and meaning 
of File data applies to all geographic levels 
and will be amplified when areas below the na- 
tional level are discussed. 

Length of migration period. - -As Table 1 

indicates, data from the Work History File were 
available both on a "calendar- year" and "first 
quarter - year" basis. The "calendar- year" tab- 
ulations include everybody who worked at any 
time during the year in covered employment. 
Geographic areas are assigned on the basis of 
the employer with whom the employee had maximum 
quarterly earnings. The "first quarter -year" 
figures cover only wage earners who worked in 



the first calendar quarter. (The self -employed 
are excluded in both instances. For the purpose 

of measuring migration, comparison should be 
made at identical points of the year in order 

to obtain change over a 12 -month period. From 
this standpoint, first -quarter data are more 
appropriate than calendar -year statistics. Full 

calendar -year data for 1961 and 1962 are none- 
theless used in this study in obtaining migra- 
tion rates for the 1960 -65 period, as first - 
quarter data for those years had not been recon- 
structed at the time of this writing. The in- 
clusion in Table 1 of calendar -year statistics 
for 1961 -64 and first -quarter statistics for 
1963 -65 serve to demonstrate the extent of the 
differences between the two time series. It is 

apparent, for example, that calendar -year data 
provide a substantially broader base to work 
from, since the total number of workers based 
on calendar -year data is 15 -20 percent greater 
than the number derived from first -quarter data. 
The advantage which might be gained by using 
the larger number of sample cases is cancelled 
out, however, by greater uncertainty regarding 
the length of the migration period. Because of 

the overlap of the two series in 1963 and 1964, 

it is also possible to demonstrate rate differ- 
ences which result from the use of different 
bases. 

Area of coverage. - -The first two blocks of 
information in Table 1 refer to "total file" 
and "50 -State area only." The total file in- 

cludes persons in covered employment in the 

50 -State area, abroad (including Puerto Rico 
and other outlying areas), and the military. 
The 50 -State area excludes the military (which 
is treated in the file as a separate "State ") 
and all persons working in covered employment 

outside territorial United States. Since the 

50 -State universe encompasses movement between 
States but excludes movement between the States 
and the military, we are able to isolate and 
focus on civilian interstate migration within 
the United States. 

The third block of information contained 
in Table 1 refers to CPS -employed interstate 
migrants 18 to 64 years of age. The Social 

Security data include the entire working 
population, but for the purposes of this study, 
the File's population was considered to be 

synonymous with the age group 18 to 64. The 

ratios used to compare CPS employed interstate 
migrants with File migrants are therefore con- 
sistent as to area of movement and employment 
status, but not entirely consistent as to nature 
of the migration (change in place of employment 
versus place of residence) or age of migrants. 

The migration base. --Of major substantive 
interest for this study is the observation that 
about 85 percent of persons in covered employ- 
ment in a given year had also been working in 

the preceding year. These are the "matched 
cases" whose migration experience forms the core 
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of this analysis. An 85 percent "match rate" is 
highly encouraging in itself; the absolute num- 
ber of matched cases available from year to year 
produces a very substantial base for the compu- 
tation of migration rates. 2/ 

Interstate migration and contiguity. --It is 
noteworthy that the Work History File generates 
a much larger number of interstate migrants than 
is found in the Current Population Surveys. 
(The overstatement is substantially greater when 
calendar -year data are used.) The excess is 
apparent in the Social Security data even though 
moves caused by interchange between the military 
and civilian employment have been excluded from 
the CWHS but not entirely from CPS. It is clear 
that the problem is caused primarily by changes 
in State of employment which are not accompanied 
by a change in residence. When the number of 
interstate movers from the two sources are com- 
pared separately for contiguous or noncontiguous 
States, the figures become more understandable. 

If we examine moves between noncontiguous 
States, the number of migrants from the File 

does not differ greatly from the number obtained 
from the Current Population Survey, their ratios 
varying from 1.03 in 1962 -63 to 1.25 in 1964 -65 

(first- quarter data). In the case of moves be- 
tween contiguous States, the File generates from 
35 percent to 55 percent more migrants than in- 
dicated by the Survey data. These data confirm 
what is evident, that many changes of employment 
between contiguous States do not involve any 
change in residence. 

"Job migrants" versus resident migrants.- - 
The problem of excess migrants being generated 
by the File is only one of several which arise 
when movements between contiguous States are 
examined. Indeed, excess migration would not 
be a matter for concern if the movement were 
proportionate to population and the balancing 
out resulted in a "true" net figure. This is 

not the case, since some States are in a more 
favorable position to gain "job migrants" as 
against resident migrants. Several examples 
were chosen to illustrate the directional bias 
involved. Migration stream data for 1955 -60 
(from 1960 Census data on residence migration) 
and for 1957 -63 (from the Work History File) 
were assembled for a number of large metro- 
politan areas which form the nucleus of con- 
tiguous State movement. These include the 
New York metropolitan area (New York -New Jersey), 
Philadelphia (Pennsylvania -New Jersey), District 
of Columbia -Maryland- Virginia, and several 
others. The data are summarized below as 
follows: 



Origin 

CWHS (Social Security) 

Destination 

All out - 

migrants 
from origin 

(1) 

Out-migrants 

to indicated 
State 

(2) 

Percent 

(3) x 100 

New York New Jersey 647.3 111.8 17.3 
New Jersey New York 271.3 94.5 34.8 

Pennsylvania New Jersey 379.5 64.6 17.0 
New Jersey Pennsylvania 271.3 39.3 14.5 

District of Col. Maryland 93.3 28.4 30.4 
Maryland District of Col. 132.5 20.0 15.1 

Rhode Island Massachusetts 38.6 12.5 32.4 
Massachusetts Rhode Island 187.7 15.1 8.0 

Census Data 

All out - 
migrants 

from origin 

Out- migrants 
to indicated 

State 

(4) (5) 

New York New Jersey 990.5 181.3 
New Jersey New York 388.5 74.4 

Pennsylvania New Jersey 678.6 115.0 
New Jersey Pennsylvania 388.5 57.6 

District of Col. Maryland 193.3 77.5 
Maryland District of Col. 259.7 18.3 

Rhode Island Massachusetts 86.1 17.8 
Massachusetts Rhode Island 339.6 16.5 

It is clear that the overall impact of con- 

tiguous and noncontiguous State movements is 
substantial and must be considered in inter- 
preting the migration data from the CWHS. 

Regions. divisions. and States. -- Because 

of differences in the geographic distribution 
of industries and occupations, the Work History 
Sample presents a biased view of migration by 
State of employment, which in turn compounds 
the difficulties of converting job migration 
into residence migration. States with larger 
proportions of their work force in covered 
employment have a disproportionate influence 
on migration derived from the File compared to 
States with smaller proportions. 

Comparisons of the States' representation 
in the Work History File with the distribution 
of employed persons reported in the 1960 Census 
demonstrates the variation in worker coverage 
derived from the two sources. Table 2 presents 
ratios of one to the other. These ratios vary 
considerably from State to State, as expected. 
The lowest ratios are in the more rural Southern 
States and Plains States, notably North and 
South Dakota, Mississippi, Arkansas, and Iowa. 
In each of these States, the number of workers 
covered by Social Security provisions amounts 
to less than 70 percent of the working 
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Percent 

x 100 

18.3 
19.1 

17.0 

14.8 

40.1 
7.0 

20.7 
4.9 

population counted by the Census. At the other 
end of the scale, there are industralized States 

like Delaware and New York whose ratios approach 
100 percent. 

As a result of these differences, the mi- 
gration rates for States derived from the File 
are not of uniform validity as measures of resi- 
dential migration of the total population. As 

the migration of covered workers represents only 
a portion of the migration of total employment, 
leaving a large uncovered category, the migration 
rates themselves may be biased simply because 
the opportunity of being reported as an out - 
migrant is higher in the high coverage States 

than in the low coverage States. Because of 
this differential exposure to risk, it appears 
more likely that the File will pick up in- 

migration to low coverage States from high 
coverage States, and less likely to reflect 
out -migration from low coverage States to high 
coverage States. 

Evidence provided by the Current Population 
Surveys further complicates the picture by re- 
vealing sharp migration differences by occupa- 
tion, even in occupations normally covered by 
Social Security provisions. The data in Table 
lA, "Interstate Migration of the Employed Male 
Population 18 -64 by Class of Worker and 



Occupational Status: 1960 -65" indicate that 
among wage and salary workers, farm workers had 

the highest interstate migration rate (5.5 per- 

cent), white collar workers the second (4.5 

percent), and manual and service workers the 

lowest (2.8 percent). Thus, in States with the 
smallest proportions of workers in covered em- 

ployment, there appears to be the strongest 
tendency toward interstate migration. 

Interesting geographic differences by age 
and race are apparent from Table 3, in which 
workers in covered employment are compared with 
State populations 15 -64 years of age in 1960. 
The two racial groups used in making this com- 
parison are those available from the Work History 
File (which includes nonwhite races other than 
Negro) and Negro. Among the white population, 
Social Security workers comprised 58 percent of 
the national population 15 -64 years of age in 
1960. By State, the percentages were lowest in 
rural Southern and Plains States and highest in 

the industrialized Northeast, ranging from 43 
percent in Kentucky to 69 percent in New York. 
Negro percentages, while about the same as the 
white nationally, are higher than white per- 
centages in all States except Michigan and most 
of the Southern States. They also have a much 
wider spread than white percentages, extending 
from a low of 44 percent in Alabama to an aston- 
ishing high of 84 percent in Connecticut. 

Net migration rates for regions and States. 
-- Bearing in mind the limitations of the Social 
Security data, the net civilian migration rates 
derived from these data can now be compared 
with those taken from other sources. Tables 

4, 5, and 6 present a variety of migration rates 
for regions and States which pertain to differ- 
ent periods. The rates were derived by dividing 
the net migrants cumulated for the 1960 -65 per- 
iod by the average annual matched workers in 

the File. Since only the persons we were able 

to match from year to year were exposed to the 

risk of migration, they were taken to constitute 

the appropriate population base for the compu- 

tation of rates. Thus, persons in the File in 

only one of two successive years would not enter 
into the estimating equation at any time. 

Table 4 shows closely comparable net mi- 
gration rates by region. Civilian rates from 
the Work History File for 1960 -65 are compared 

with rates for 1950 -60, 1955 -60, and 1960 -65 

taken from three different sources --the Censuses 

of 1950 and 1960, the Current Population Surveys, 

and independent estimates prepared at the Census 
Bureau. The Work History rates compare favor- 
ably with CPS rates, and less well with rates 
derived through independent estimates. They 
also suggest that 1960 -65 regional net migra- 

tion was very similar to that prevailing in 

the preceding 5 -year period, 1955 -60. 

Differences for the South, however, are 

noteworthy. It has been speculated that the 
long -term net out -migration from the South may 
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have halted in the 1960's, and that, in fact, 
there may have been a small net in- migration. 
The Work History Sample suggests, on the con- 
trary, that net out -migration has continued at 
about the rate of the late 1950's. Indeed, 

looking at the data by race, it is not clear 
that a significant slowdown of net out -migration 
of Negroes from the South, which has been sug- 
gested, has been taking place at all. Indepen- 

dent estimates of net migration are not avail- 
able by race, but both the Work History Sample 
and the CPS data suggest the continuation of 
net out -migration of Negroes from the South, 
roughly at the level of that of the late 1950's. 

While the rate at which the white popula- 
tion is moving to the West appears to be con- 
firmed by all three sources showing data by 
color, the Work History File shows a much 
heavier net in- migration of Negroes to the West 
in 1960 -65 than does the CPS. Again, we must 
point to the nature of the coverage of the Work 
History File and note that the migration pat- 
terns of persons in covered employment may be 
atypical of the total population. 

The net migration rates on a State -by -State 
basis (Table 5) provide some insight into the 
differences between the Work History File and 
the independent estimates for 1960 -65. The 

differences are particularly acute in Florida 
and in the D.C. -Maryland- Virginia area. In 

both areas, peculiar local circumstances make 
utilization of an employment file highly ques- 
tionable. Heavy net in- migration of the retired 
population to Florida would clearly not be re- 
flected by the File. The D.C. Area presents a 
unique problem, for it is not a State, but the 
core of a large metropolitan area marked by 
heavy commuting from two States. In addition, 
its chief employer, the Federal Government, is 

hardly covered in the Work History File at all. 
Use of employment data for measuring residence 
changes is particularly inappropriate in this 
case. 

The net migration rates obtained from the 
Work History File for the States more often 
than not agree with or are very close to the 
independent State estimates for the same per- 
iods. Differences in New York State may be 
attributed, in part, to the New York -New Jersey 
stream of migration and, in part, to the role 
played by net immigration from abroad. Although 

the effect of immigration from abroad is re- 
flected in the Work History data as well, it is 

not possible to isolate this component for 
special study. As soon as an immigrant acquires 
a Social Security number and enters employment, 
he loses his original identity (as an immigrant) 
and is merged with all other workers in covered 
employment. 

Table 6 shows net migration rates for States 
for white and Negro separately. These rates 
represent the only systematic measure of State 
Negro migration for the period since 1960. Un- 



fortunately, the sampling errors on these rates 
appear to be quite large and their exact meaning 

has not yet been determined. However, the CWHS 

clearly indicates that many of the Southern 
States are still experiencing significant net 

out -migration of Negroes, many of them running 
well in excess of five percent. 

Net migration rates, by sex, have also been 
computed. These appear in Appendix Table 1 where 

they are compared with 1955 -60 residence migra- 
tion rates obtained from the Census. Greater 
variation by sex is apparent in the Work History 
data than in the Census data. With only one ex- 
ception, Hawaii, the Census migration rates by 
sex bear the same signs. Examples of opposing 
migration tendencies by sex are numerous in the 
Work History series; however, considerable dif- 
ferences in rates for males and females are also 
noticeable in some States, even when they are 
moving in the same direction. 

Standard Metropolitan Statistical Areas 
The manner in which the File is used for the 

derivation of migration patterns for SMSA's in 

the main resembles that already described for 
States. The size and selection of the sample, 
the use of first calendar quarters for measuring 
the migration period, the presumed age of the 
migrants (18 -64), and the use of matched workers 

as the migration base are the same for SMSA's 
as for States. Analysis of Work History data 
for the SMSA's is likewise hampered by many of 
the same problems which affect the States. 
However, in the case of the SMSA's, there is the 

advantage that a change in Area of employment 
is more than likely to result in a change of 
Area of residence also. 

The analysis for this paper was made on the 
basis of the 1968 definition of SMSA's. 1960 
population figures were made to conform to the 
1968 definition; new SMSA's added after April 
1960 were included in the ranking and grouping 
which preceded the selection of SMSA's shown 
in Tables 7 and 8, and Appendix Table 2. All 

data drawn from the Work History File for 
1960 -65 similarly conform to the 1968 definition 
of Areas. 

A given SMSA's migration is classified in 
two ways: as movement between the SMSA and 
other metropolitan areas, and as movement be- 
tween the SMSA and nonmetropolitan areas. The 

military are shown as a separate component of 
nonmetropolitan area movement. By adding up the 
in- and out -migrants obtained for individual 
SMSA's, the metropolitan- nonmetropolitan exchange 
of workers in covered employment is closely ap- 

proximated. Summary data rates computed for the 
country as a whole are shown below: 

Total and Civilian Net Migration for SMSA's: 1960 -65 

(In thousands. 50 -State area +only.) 

Total 1/ Civilian 1/ 

All 
Classes 

White. 2/ Negro 
All 

Classes White 2/ Negro 

Out -migrants from 

Total 14,837.3 13,723.2 1,114.1 13,749.3 12,722.8 1,026.5 
To other SMSA's 9,627.1 8,911.3 715.8 9,627.1 8,911.3 715.8 
To non -SMSA's 5,210.2 4,811.9 398.3 4,122.2 3,811.5 310.7 

In- migrants to 
SMSA's 
Total 15,503.1 14,314.3 1,188.8 14,110.9 13,011.7 1,099.2 
From other SMSA's 9,627.1 8,911.3 715.8 9,627.1 8,911.3 715.8 
From non -SMSA's 5,876.0 5,403.0 473.0 4,483.8 4,100.4 383.4 

Net migrants to SMSA's 
+665.8 +591.1 +74.7 +361.6 +288.9 +72.7 from non -SMSA's 

Percent net migrants 
of base population 
SMSA's +2.0 +1.9 +2.4 +2.33/ 
Non -SMSA's -3.9 -3.9 -4.3 -2.1 -1.9 -4.2 

"Total" includes moves to and from military; "civilian" excludes military moves. 

2/ Includes nonwhite population other than Negro. 

Base includes military. 
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Unlike the situation noted for States, the 
military component of SMS& migration was iden- 
tified, but was not deleted from the total 
matched work force. Pure civilian migration 
rates could thus not be computed for SMSA's in 
the above text table. For the individual SMSA's 
shown in Table 8, the net migration rates in- 
clude movement to and from the military and can 
be compared directly with the 1960 -65 rates from 
the Bureau's independent estimates which also 
include the military. 

In compiling SMSA data for this paper, we 
restricted our universe to the 55 metropolitan 
areas whose populations in 1960 included 50,000 
or more Negroes. These SMSA's were subdivided 
into three groups ranked by the number of 
Negroes in 1960. Table 7 shows for these 55 
Areas ratios of workers from the Social Security 
File to 1960 Census population 15 -64 years of 
age by race. Surprisingly, the percent workers 
of population varies widely among the Areas for 
both races: for whites, from a low of 30 to a 
high of 69; for nonwhites from a low of 32 to a 
high of 64. One would expect somewhat less 
variation in coverage among metropolitan popu- 
lation than for States. 

The question of how well statistics from 
the Work History Sample reflect the race and 
age composition of SMSA's may be answered, in 
part, by the comparison shown in Table 2 of the 
Appendix. In this table, we see the percent 
Negro of the 1960 Census population 15 -64 years 
of age alongside the percent Negro of the total 
Work History File in 1960. The two columns are 
remarkably similar for most SMSA's. All except 
four SMSA's are within five percentage points' 
difference of one another. 44 are within three 
percentage points of one another. 

Net migration rates for SMSA's.- -Table 8 

contrasts net migration rates produced by the 
Work History File with rates taken from the 
Bureau's independent estimates. The latter 
refer to residential migration and to all ages 
only. They are not available by race. Overall 
by size class, the net migration rates derived 
from these two sources compare very favorably. 
Considered individually, in 43 of the 55 SMSA's 
shown, there is agreement on the basic question 
of whether there was a net gain or a net loss 
of population through migration between 1960 and 
1965. (Of the 12 which do not agree, 10 are in 
the South, and 3 of these are Florida resort or 
retirement centers.) In more than half of the 
SMSA's there is substantial correspondence (i.e., 

less than three percentage points difference) 
between the rates obtained from the independent 
estimates and rates yielded by the Social Se- 
curity data. There is no discernible geographic 
or size pattern which would account for the fact 
that estimates for some SMSA's compare more 
favorably than for others or which explains 
the several very large differences. 
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Sampling errors 
A thorough investigation of the effect of 

sampling error on the migration rates shown in 
the various tables is still in process 
preliminary review suggests that the File will 
not provide very meaningful rates (i.e., not 
statistically different from zero) on an annual 
basis. Computed over a longer period of time, 
however, such as the five -year period used here, 

the sampling errors become manageable in a large 
number of instances. Rates for regions shown 
in Table 4 have already been tested and found 
significant (2 -sigma level) in most cases. 
Rates for the large States and those generating 
large numbers of migrants (e.g., Negroes of 
Southern States) are also likely to be signifi- 
cant. This is probably true for the large 
SMSA's also. Rates for small States and SMSA's 

may fail the test of significance. (See 
Appendix Tables 3 and 4.) 

Conclusion 
The Continuous Work History Sample can be 

manipulated to provide postcensal estimates of 
net migration (resident) at a level of demo- 

graphic and geographic detail which has not 

hitherto been available. There are, however, 

serious limitations to the use and interpretation 

of CWHS- derived migration rates, particularly 
when considered in conjunction with their use 
in a regular program of postcensal population 
estimates such as that carried on by the Bureau 

of the Census. What we see as the favorable 
aspects of the File for measurement of resident 
migration are: 

1. The broad extent of Social Security 

coverage, amounting to 90 percent of total 
civilian employment. 

2. The high percentage of matched cases 
from year to year, i.e., of workers whose 
migration experience we are able to follow, 
accounting for 85 percent of the total Social 
Security File in the 1960 -65 period. 

3. Consistent annual data on a first - 
quarter basis from 1963 on, which allows migra- 

tion to be measured for fairly precise time 
intervals. 

4. The race detail available from the 
File which compares well with Census population 
data for both States and SMSA's (see Table 3 
and Appendix Table 2). 

5. The fair degree of consistency in net 
migration rates computed from different data 
sources for the 1955 -60 and 1960 -65 periods 
(see tables 4 and 6). 

On the negative side, there are still 
several problems to consider: 



1. We must point out again that in spite 
of the apparent consistency between the CWHS 
net migration rates and those from other sources 
noted above, we have not established the extent 
to which migration rates based on employment 
changes reflect true resident migration. Here, 

need to wait for the 1965 -70 resident migra- 
tion data which will be forthcoming from the 
1970 Census to provide a firmer basis for 
analysis than is now available. 

2. The size of the sample, which probably 
precludes deriving rates for many States and 
SMSA's in which we are interested, even cumu- 
lated over a number of years; and 

3. The timeliness of the data. The timing 
of the CWHS has to be substantially improved if 

migration rates derived from the File are to be 
useful in any regular current program of popu- 
lation estimation. The lag is now close to 
three years, for the last year for which data 
are available is 1966. 
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Footnotes 

Current Population Reports, Series P -20, 
annual report on mobility, of which No. 
171, "Mobility of the Population of the 
United States, March 1966 to ;March 1967," 
is the most recent issue. 

Although the number of covered workers not 
matched in the File is not considered in this 
study, it should be of interest to those 
concerned with gross changes in the labor 

force. Looking ahead from year to year, 
unmatched cases in the 50 -State area repre- 
sent mainly persons who leave the labor 
force (or the 50 -State area), shift to 
"noncovered" employment, enter the military, 
or die. Looking backward, new entrants 
(including persons returning from military 
duty) probably make up the bulk of the 
group. 

Investigation of the effect of sampling error 

on the CWHS- derived migration rates shown 

in this paper was completed after the main 

text had been written. The results of this 
investigation are shown in Appendix Tables 

3 and 4 which contain standard errors 

(1 Sigma) of net migration rates by color 

for States and SMSA's. The results 
generally support conclusions drawn from 

a preliminary review of the material. 



Table 1. -- SUMMARY DATA FROM CONTINUOUS WORK HISTORY SAMPLE OF SOCIAL SECURITY 
AND COMPARISON OF INTERSTATE MIGRANTS FROM CWHS AND CPS: 1961 TO 1965 

(Numbers in thousands) 

Calendar Year 1/ First Quarter of Year 

1961 1962 1963 1964 1963 1964 1965 

Total file 3/ 
Working in year indicated 66,434.7 68,058.4 69,466.7 71,474.0 56,591.0 57,854.9 60,078.2 
Working in preceding year 59,594.7 60,515.4 61,884.5 63,415.9 48,610.9 49,684.1 50,677.5 

Same State 55,148.3 56,082.4 57,286.5 58,675.9 45,346.3 46,402.3 47,205.0 
Different State - number 4,446.4 4,433.0 4,598.0 4,740.0 3,264.6 3,281.8 3,472.5 

- percent 7.5 7.3 7.4 7.5 6.7 6.6 6.9 

50 -State area only 4/ 
Working in year indicated 62,969.0 64,358.5 65,676.6 67,681.7 53,351.1 54,462.8 56,431.2 

Working in preceding year 55,922.7 56,643.0 57,825.0 59,272.1 45,233.9 46,259.8 48,154.3 
Same State 52,498.6 53,240.7 54,319.2 55,712.6 42,871.2 43,876.2 45,650.8 
Different State - number 3,424.1 3,402.3 3,505.8 3,559.5 2,362.7 2,383.6 2,503.5 

- percent 6.1 6.0 6.1 6.0 5.2 5.2 5.2 
Contiguous State 1,439.2 1,450.7 1,463.5 1,492.9 994.2 1,012.4 1,080.3 
Noncontiguous State 1,984.9 1,951.6 2,042.3 2,066.6 1,368.5 1,371.2 1,423.2 

Interstate migrants from CPS 
employed persons only 5/ 
Total 18 -64 - number 1,778.0 1,702.0 2,052.0 1,894.0 2,052.0 1,894.0 1,839.0 

- percent 3.0 2.8 3.3 3.0 3.3 3.0 2.8 

Contiguous State NA 616.0 725.0 677.0 725.0 677.0 697.0 

Noncontiguous State NA 1,086.0 1,327.0 1,217.0 1,327.0 1,217.0 1,142.0 

Ratio: CWHS interstate migrants to CPS 
Total 1.93 2.00 1.71 1.88 1.15 1.26 1.36 

Contiguous State NA 2.36 2.02 2.21 1.37 1.50 1.55 

Noncontiguous State NA 1.80 1.54 1.70 1.03 1.13 1.25 

1/ Includes persons who worked at any time during year. 

2/ Includes only those working in first calendar quarter. 

3/ Includes persons working in the 50 States, U.S. territories 
and possessions, on ships at sea, and military personnel. 

4/ Excludes military personnel and all persons 
working outside the 50 States. 

5/ Employed at time of Current Population Survey. 
Excludes persons in Armed Forces. 

NA - Not available. 



Table 1A.-- INTERSTATE MIGRATION OF THE EMPLOYED MALE POPULATION 
18 -64 BY CLASS OF WORKER AND OCCUPATIONAL STATUS: 
CURRENT POPULATION SURVEY, 1960 -65 AVERAGE 

Total male civilian population 

Interstate Migration 
Rate 

(percent) 

18 -64 3.5 

Employed 3.1 

Wage and salary 3.5 
White collar workers 4.5 
Manual and service workers 2.8 
Farm workers 5.5 

Self- employed 1.2 

1/ Includes government workers. 
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Table 2.-- COMPARISON OF CWHS FILE AND CENSUS: 1960 

(Numbers in thousands) 

Workers 

Region, Division, 
and State 

CWHS 

1960 

Census 

1960 
as a per- 

cent of Census 

United States, Total 62,715.8 75,634.7 82.9 

Regions 
Northeastern States 17,969.3 19,662.7 91.4 
North Central States 18,043.2 22,055.7 81.8 
The South 17,018.0 21,934.8 77.6 
The West 9,685.3 11,981.5 80.8 

Northeast 
New England 4,072.7 4,706.0 86.5 
Middle Atlantic 13,896.6 14,956.6 92.9 

North Central 
East North Central 13,095.1 15,452.3 84.7 

West North Central 4,948.1 6,603.4 74.9 

South 
South Atlantic 8,547.4 10,572.4 80.8 
East South Central 3,354.1 4,655.1 72.1 

West South Central 5,116.5 6,707.3 76.3 

West 
Mountain 2,225.5 2,802.0 79.4 
Pacific 7,459.8 9,179.5 81.3 

New England 
Maine 332.0 417.9 79.4 
New Hampshire 244.7 279.3 87.6 
Vermont 125.7 172.3 73.0 
Massachusetts 2,015.6 2,314.9 87.1 
Rhode Island 321.0 369.3 86.9 
Connecticut 1,033.7 1,152.3 89.7 

Middle Atlantic 
New York 7,318.0 7,539.2 97.1 

New Jersey 2,353.4 2,659.8 88.5 
Pennsylvania 4,225.2 4,757.6 88.8 

East North Central 
Ohio 3,385.8 4,057.1 83.5 
Indiana 1,671.3 1,989.9 84.0 

Illinois 3,861.6 4,472.8 86.3 
Michigan 2,807.4 3,207.7 87.5 

Wisconsin 1,369.0 1,724.8 79.4 

West North Central 
Minnesota 1,077.7 1,477.8 72.9 
Iowa 836.8 1,204.1 69.5 

Missouri 1,568.2 1,832.0 85.6 
North Dakota 157.4 266.7 59.0 

South Dakota 181.1 285.4 63.5 
Nebraska 463.6 613.4 75.6 
Kansas 663.3 924.0 71.8 
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Table 2 continued 

Workers' 

Region, Division, 
and State 

CWHS 

1960 

Censua 
1960 

CWHS as a per- 
cant. of Census 

South Atlantic 
Delaware 185.2 187.8 98.6 
Maryland 1,049.9 1,296.5 81.0 
District of Columbia 398.5 379.8 104.9 
Virginia 1,211.9 1,561.6 77.6 
West Virginia 530.4 642.2 82.6 
North Carolina 1,517.8 1,936.9 78.4 
South Carolina 705.4 941.4 74.9 
Georgia 1,305.3 1,609.4 81.1 

Florida 1,643.0 2,016.8 81.5 

East South Central 
Kentucky 775.3 1,100.2 70.5 
Tennessee 1,124.9 1,443.4 77.9 
Alabama 914.2 1,255.0 72.8 
Mississippi 539.7 856.5 63.0 

West South Central 
Arkansas 460.5 716.8 64.2 
Louisiana 880.0 1,185.5 74.2 
Oklahoma 718.0 932.2 77.0 
Texas 3,058.0 3,872.8 79.0 

Mountain 
Montana 219.4 285.9 76.7 
Idaho 210.1 289.0 72.7 
Wyoming 113.4 144.8 78.3 
Colorado 563.6 741.3 76.0 
New Mexico 261.7 338.9 77.2 
Arizona 430.0 507.8 84.7 
Utah 309.5 362.1 85.5 
Nevada 117.8 132.3 89.0 

Pacific 

Washington 972.8 1,228.7 79.2 
Oregon 630.2 804.2 78.4 
California 5,589.7 6,827.2 81.9 
Alaska 60.0 79.2 75.8 
Hawaii 207.1 240.2 86.2 

Excluding Armed Forces. 

2/ Civilian population 14 years of age and over who worked at all in 1959. 
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Table 3. --CWHS FILE WORKERS COMPARED WITH 1960 CENSUS POPULATION 
15 -64 YEARS OF AGE, BY RACE 

(Numbers in thousands) 

White Negro 

Region, Division, 
and State 

CWHS 

19602/ 

Percent CWHS 
of Population 
15 -64 Years 

CWHS 

19602j 

Percent CWHS 
of Population 
15 -64 Years 

United States, Total 56,466.0 58.4 6,249.8 59.0 

Regions 
Northeastern States 16,549.8 64.5 1,419.5 75.9 
North Central States 16,792.1 59.0 1,251.1 63.0 
The South 13,821.0 52.3 3,197.0 52.5 
The West 9,303.1 57.5 382.2 59.3 

Northeast 

New England 3,960.1 63.9 112.6 78.7 
Middle Atlantic 12,589.7 64.7 1,306.9 75.7 

North Central 
East North Central 12,054.3 60.7 1,040.8 62.2 
West North Central 4,737.8 55.0 210.3 67.2 

South 
South Atlantic 6,746.8 54.7 1,800.6 56.0 
East South Central 2,721.7 48.4 632.4 45.1 
West South Central 4,352.5 51.3 764.0 51.8 

West 
Mountain 2,179.2 56.0 46.3 65.6 
Pacific 7,123.9 58.0 335.9 58.5 

New England 
Maine 330.9 58.9 (Z) (B) 

New Hampshire 243.9 68.2 (Z) (B) 

Vermont 125.2 55.8 (Z) (B) 

Massachusetts 1,964.9 64.6 50.7 77.2 
Rhode Island 314.6 60.7 (Z) (B) 

Connecticut 980.6 65.9 53.1 83.9 

Middle Atlantic 
New York 6,582.7 68.6 735.3 81.4 
New Jersey 2,104.2 60.8 249.2 80.3 
Pennsylvania 3,902.8 60.9 322.4 63.0 

East North Central 
Ohio 3,111.4 58.8 274.4 59.9 
Indiana 1,570.3 60.5 101.0 66.3 
Illinois 3,465.7 62.8 395.9 65.5 
Michigan 2,570.0 61.4 237.4 56.7 
Wisconsin 1,336.9 59.4 (Z) (B) 

West North Central 
Minnesota 1,065.1 55.0 (Z) (B) 

Iowa 825.9 52.7 (Z) (B) 

Missouri 1,425.4 60.8 142.8 65.4 
North Dakota 156.7 43.8 (Z) (B) 

South Dakota 180.7 47.3 (Z) (B) 

Nebraska 450.4 56.5 (Z) (B) 

Kansas 633.6 51.8 29.7 59.0 
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Table 3 continued 

White Negro 

Region, Division, 

and State CWHS 

19602/ 

Percent CWHS 
of Population 
15 -64 Years 

CWHS 

1960 

Percent CWHS 
2/ of Population 

15 -64 Years 

South Atlantic 
Delaware . 157.1 67.4 28.1 80.3 

Maryland 822.4 51.8 227.5 76.0 
District of Columbia 287.1 115.2 111.4 44.0 
Virginia 944.8 48.5 267.1 58.2 
West Virginia 504.7 48.2 (Z) (B) 

North Carolina 1,204.5 56.4 313.3 52.3 
South Carolina 513.1 53.3 192.3 45.4 
Georgia 989.9 57.2 315.4 52.5 
Florida 1,323.2 54.2 319.8 64.2 

East South Central 
Kentucky 703.2 42.6 72.1 59.5 
Tennessee 955.8 52.6 169.1 52.8 
Alabama 692.0 49.8 222.2 43.5 
Mississippi 370.7 48.8 169.0 37.6 

West South Central 
Arkansas 374.5 45.0 86.0 44.6 
Louisiana 630.4 47.4 249.6 46.2 
Oklahoma 674.5 51.7 43.5 53.7 
Texas 2,673.1 53.3 384.9 58.2 

Mountain 
Montana 219.0 57.2 (Z) (B) 

Idaho 209.4 55.4 (Z) (B) 

Wyoming 112.8 58.7 (Z) (B) 

Colorado 547.6 54.5 (Z) (B) 

New Mexico 256.0 48.2 (Z) (B) 

Arizona 415.3 56.3 (Z) (B) 

Utah 306.7 61.8 (Z) (B) 

Nevada 112.4 65.4 (Z) (B) 

Pacific 
Washington 957.5 57.8 (Z) (B) 

Oregon 623.0 60.3 (Z) (B) 

California 5,277.7 58.2 312.0 59.2 
Alaska 59.2 43.7 (Z) (B) 

Hawaii 206.5 53.9 (Z) (B) 

1/ Includes nonwhite races other than Negro. 

2/ Excludes Armed Forces. 

(Z) - Having less than 50,000 Negro population 15 -64 years of age in 1960. 

(B) - Base less than 50,090. 
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Table 4. --NET MIGRATION RATES FOR SELECTED PERIODS, BY REGION AND COLOR 

Region and Color 

1950-60 1955-60 1960-65 1960-65 196g-65 

Censuses 

of 1950 
and 1960 

Census 

of 
1960 

CwS 
Data 

Current 
Population 
Surveys 

Independent 
estimate by 

Sureau 

U. S.. All Classes +1.8 - - - +1.1 
Northeastern States +0.9 -1.7 -0.4 -0.8 +1.2 

North Central States -0.3 -1.9 -1.6 -2.2 -1.8 
The South -3.0 -0.1 -0.7 -1.1 +1.3 
The West +19.1 +6.2 +4.8 +6.9 +5.6 

U. S.. White +2.0 - 

Northeastern States -0.6 -2.1 -0.9 -1.5 
North Central States -1.6 -2.2 -1.8 -2.6 
The South +0.1 +0.7 +0.2 -0.3 
The West +18.7 +6.2 +4.5 +7.1 

U. S.. Nonwhite -0.2 - - 

Northeastern States +26.0 +3.8 +6.1 +6.4 
North Central States +23.8 +2.3 +1.4 +1.9 
The South -14.1 -3.4 -4.9 -4.2 
The West +23.6 +6.5 +11.8 +5.6 

All ages. Includes military and immigrants from abroad. 

Population 15 -64 years of age in 1960. Includes military. 

18 -64 years of age. Includes an unknown number of immigrants 
from abroad. Excludes military. "Nonwhite here refers to 
Negro only. 

Population 1 year of age and over. Excludes Armed Forces 
in barracks. 

All ages. Includes immigrants from abroad. Excludes military. 
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Table 5.- -NET MIGRATION RATES FOR STATES AND REGIONS FROM CENSUS, 
CWHS, AND INDEPENDENT ESTIMATE: 1955 -60 AND 1960 -65 

Region, Division, 

and State 

1955 -60 
Census 

1960 -65 J 
CWHS 

1960 -65 2/ 
Independent 
Estimate 

United States, Total +1.1 

Regions 
Northeastern States -1.7 -0.4 +1.2 
North Central States -1.9 -1.6 -1.8 
The South -0.1 -0.7 +1.3 
The West +6.2 +4.8 +5.6 

Northeast 
New England -0.7 -0.2 +0.2 
Middle Atlantic -1.9 -0.4 +1.5 

North Central 
East North Central -1.3 -1.3 -1.2 
West North Central -3.2 -2.3 -3.3 

South 
South Atlantic +2.3 -0.6 +2.7 
East South Central -3.4 -1.6 -1.0 
West South Central -1.3 -0.2 +0.7 

West 
Mountain +4.4 +1.5 +2.3 
Pacific +6.8 +5.7 +6.7 

New England 
Maine -3.4 -5.4 -4.7 
New Hampshire +1.4 -0.7 +4.8 
Vermont -2.8 -0.7 -2.8 
Massachusetts -1.4 -0.1 -1.5 
Rhode Island -1.6 -1.2 -1.4 
Connecticut +1.7 +1.7 +5.3 

Middle Atlantic 
New York -2.6 -1.9 +2.5 
New Jersey +2.2 +7.9 +5.9 
Pennsylvania -3.2 -2.5 -2.4 

East North Central 
Ohio -0.6 -2.5 -0.8 
Indiana -1.2 (2) -1.9 
Illinois -1.2 -0.4 -0.9 
Michigan -2.6 -1.3 -1.2 
Wisconsin -1.2 -2.4 -2.2 

West North Central . 

Minnesota -1.1 -0.7 -3.3 
Iowa -4.5 -6.0 -5.8 
Missouri -1.8 -2.3 -1.1 
North Dakota -7.2 -7.2 -6.7 
South Dakota -7.0 -6.2 -6.9 
Nebraska -5.1 -3.8 -3.5 
Kansas -4.1 +2.8 -2.5 
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Table 5 continued 

Region, Division, 
and State 

1955 -60 
Census 

1960 -65 
CWHS 

1960 -65 3/ 
Independent 
Estimate 

South Atlantic 
Delaware +4.7 +9.2 +4.8 
Maryland +3.6 +7.2 +5.5 
District of Columbia -10.1 -19.6 -2.8 
Virginia +1.8 +2.4 +3.1 
West Virginia -9.8 -5.6 -7.9 
North Carolina -2.1 -2.3 -0.1 
South Carolina -2.2 +0.3 -1.8 
Georgia -1.2 -3.3 +2.1 
Florida +17.2 +0.4 +9.9 

East South Central 
Kentucky -4.7 -0.7 -2.3 
Tennessee .. -2.9 -0.4 +0.7 
Alabama -2.3 -2.7 -0.9 
Mississippi -4.4 -3.4 -2.1 

West South Central 
Arkansas -5.4 +1.0 +1.4 

Louisiana -0.4 +1.8 -0.6 
Oklahoma -4.2 -1.6 -0.6 
Texas -0.2 -0.7 +1.2 

Mountain 
Montana -3.1 -5.5 -4.0 
Idaho -2.4 -7.1 -3.9 
Wyoming -2.1 -8.4 -8.6 
Colorado +4.1 +3.5 +2.9 
New Mexico +5.7 -10.5 -5.7 
Arizona +14.0 +8.0 +9.3 
Utah +0.9 -0.2 -0.3 
Nevada +9.2 +28.7 +32.9 

Pacific 
Washington +1.3 +1.2 -1.8 
Oregon -0.7 +0.4 +3.8 
California +8.7 +7.2 +8.7 

Alaska +8.3 +10.1 +3.7 
Hawaii +2.7 -0.4 +1.0 

1/ Net migrants as a percent of census population 15 -64 years of age. 
Includes military. 

Net employed civilian migrants as a percent of average base population 
in Work History File. 1960 -65 includes unknown number of immigrants from abroad. 

2j Net civilian migrants as percent of mid -period population. Includes immigrants 
from abroad. 

(Z) - Less than 0.05. 
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Table 6. - -NET MIGRATION RATES BY COLOR FROM CENSUS AND CWHS DATA: 
SELECTED PERIODS, 1950 -1965 

Nonwhite- 

Region, Division, 

and State 1950-60 1/ 
Censuses 

1955-60 
Census 

1960-65 1950-60 1955-60 1960-65 

United States, Total 

Regions 

+2.0 -0.2 

Northeastern States -0.6 -2.1 -0.9 +26.0 +3.8 +6.1 

North Central States -1.6 -2.2 -1.8 +23.8 +2.3 +1.4 
The South +0.1 +0.7 +0.2 -14.1 -3.4 -4.9 
The West +18.7 +6.2 +4.5 +23.6 +6.5 +11.8 

Northeast 
New England -0.5 -0.9 -0.5 +45.6 +8.8 +12.6 
Middle Atlantic -0.6 -2.5 -1.0 +24.5 +3.4 +5.6 

North Central 
East North Central +0.6 -1.7 -1.5 +28.1 +2.5 +1.9 
West North Central -6.3 -3.4 -2.4 +7.6 +1.3 -0.7 

South 
South Atlantic +7.4 +3.5 +0.4 -10.5 -2.4 -4.5 
East South Central -9.6 -2.8 -0.2 -22.9 -6.2 -8.2 

West South Central -2.4 -1.0 +0.3 -11.8 -2.9 -3.3 

West 
Mountain +11.3 +4.5 +1.5 +3.6 +3.1 +2.7 

Pacific +21.3 +6.7 +5.4 +27.4 +7.1 +12.9 

New England 
Maine -7.5 -3.5 -5.4 (B) (B) (B) 

New Hampshire +2.1 +1.2 -0.4 (B) (B) (B) 

Vermont -10.1 -2.8 -0.9 (B) (B) (B) 

Massachusetts -2.6 -1.6 -0.5 +32.1 +6.7 +12.1 

Rhode Island -3.6 -1.8 -1.5 (B) (B) (B) 

Connecticut +10.0 +1.4 +1.0 +71.1 +10.3 +14.1 

Middle Atlantic 
New York -0.5 -3.3 -2.5 +29.5 +3.9 +4.3 

New Jersey +10.3 +1.8 +7.0 +34.6 +6.5 +15.9 
Pennsylvania -5.6 -3.6 -2.7 +12.0 +0.7 +0.6 

East North Central 
Ohio +3.7 -0.9 -2.7 +25.6 +3.1 +0.3 
Indiana +0.5 -1.4 -0.1 +25.4 +2.5 +1.3 
Illinois -0.8 -1.7 -0.9 +28.3 +3.2 +4.3 
Michigan t0.5 -2.9 -1.4 +27.9 (Z) +0.1 

Wisconsin -2.4 -1.4 -2.5 (B) (B) (B) 

West North Central 
Minnesota -3.4 -1.2 -0.9 (B) (B) (B) 

Iowa -9.1 -4.6 -6.1 (B) (B) (B) 

Missouri -4.3 -2.1 -2.0 +9.3 +1.0 -4.8 
North Dakota -16.9 -7.3 -6.6 (B) (B) (B) 

South Dakota -14.3 -7.3 -6.4 (B) (B) (B) 

Nebraska -9.3 -5.4 -3.7 (B) (B) (B) 

Kansas -2.7 -4.3 +2.1 +6.5 +0.2 +16.7 
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Table 6 continued 

White Nonwhite 

Region, Division, 
and State 1950 -60 1/ 

Censuses 
1955 -60 
Census 

1960 -65 J 
CM'S 

1950 -60 
Ceñsuses 

1955 -60 
Census 

1960-652/ 

South Atlantic 
Delaware +21.0 +4.9 +10.7 +14.6 +3.5 -0.5 
Maryland +14.5 +3.9 +6.6 +9.3 +2.2 +9.8 
District of Columbia -41.1 -25.9 -19.0 +19.2 +4.6 -21.3 
Virginia +3.3 +2.9 +3.2 -9.5 -2.9 -0.3 
West Virginia -21.5 -9.7 -5.5 (8) (B) (B) 

North Carolina -4.0 -1.1 -0.6 -19.2 -5.6 -9.8 
South Carolina -0.3 +0.7 +2.2 -26.5 -8.6 -5.6 
Georgia -0.4 +0.1 -1.9 -19.2 -5.0 -8.0 
Florida +70.0 +19.8 +1.2 +16.6 +4.7 -3.3 

East South Central 
Kentucky -13.7 -4.9 -0.7 -7.6 -3.3 -1.1 
Tennessee -7.8 -2.8 +0.2 -10.7 -3.0 -3.7 
Alabama -6.9 -0.9 +0.1 -22.8 -6.0 -12.4 
Mississippi -9.3 -1.4 -0.7 -32.7 -9.4 -10.5 

West South Central 
Arkansas -19.1 -4.5 +2.9 -35.0 -9.3 -8.3 
Louisiana +2.4 +0.7 +4.7 -10.4 -3.0 -6.5 
Oklahoma -9.5 -4.2 -1.5 -13.0 -3.9 -2.9 
Texas +2.1 -0.1 -0.7 -2.7 -0.8 -0.3 

Mountain 
Montana -4.0 -3.2 -5.6 (8) (B) (B) 

Idaho -7.0 -2.4 -7.0 (B) (B) (B) 

Wyoming -6.5 -2.0 -8.0 (B) (B) (B) 

Colorado +11.5 +4.0 +3.6 (B) (B) (B) 

New Mexico +8.5 +6.0 -10.8 (B) (B) (B) 

Arizona +51.9 +15.3 +8.2 (B) (B) (B) 

Utah +1.4 +0.9 (Z) (B) (B) (B) 

Nevada +53.2 +9.0 +28.8 (B) (B) (B) 

Pacific 
Washington +3.0 +1.2 +1.2 (B) (B) (B) 

Oregon +0.7 -0.7 +0.1 (B) (B) (B) 

California +28.2 +8.5 +6.8 +52.7 +11.0 +13.1 
Alaska +45.5 +9.1 +9.7 (B) (B) (B) 

Hawaii +48.0 +15.2 -0.2 (B) (B) (B) 

All ages. Includes military and immigrants from abroad. 

Net migrants as a percent of census population 15 -64 years of age. Includes military. 

Net employed civilian migrants as a percent of average base population in the Work 
History File, 1960 -65. Includes an unknown number of immigrants from abroad. 
"Nonwhite" here refers to Negro only. 

(Z) Less than 0.05. 

(B) Having less than 50,000 nonwhite or Negro population 15 -64 years of age in 1960. 
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Table 7.- -RATIO OF WORKERS FROM CWHS FILE TO CENSUS POPULATION 15 -64 YEARS 
OF AGE, BY RACE, FOR STANDARD METROPOLITAN STATISTICAL AREAS WITH 

50,000 OR MORE NEGRO POPULATION IN 1960 

Standard Metropolitan 

Ratio of Workers From CWHS, 1960 to 
Census Population 15 -64 Years of Age 

Statistical Area 
White Negro 

250,000+ Negro population. 1960 
New York, N. Y. 60.3 60.5 
Los Angeles -Long Beach, Calif. 54.7 48.3 
Chicago, Ill. 58.9 50.4 
Philadelphia, Pa. -N. J. 52.5 47.3 
Detroit, Mich. 56.5 42.9 
St. Louis, Mo. -I11. 55.5 45.9 
Washington, D. C.- Md. -Va. 40.4 43.5 
Cleveland, Ohio 57.2 50.6 
Baltimore, Md. 52.2 50.3 
Houston, Texas 50.7 44.6 
New Orleans, La. 47.9 43.5 
Memphis, Tenn. -Ark. 49.7 37.1 

100.000 -249.000 Negro population, 1960 
San Francisco -Oakland, Calif. 49.0 33.8 
Pittsburgh, Pa. 51.1 41.4 
Newark, N. J. 58.1 47.9 
Cincinnati, Ohio -Ky. -Ind. 52.5 42.1 
Dallas, Texas 60.5 52.5 
Kansas City, Mo. -Kans. 56.0 49.0 
Atlanta, Ga. 65.5 52.8 
Indianapolis, Ind. 60.9 48.1 
Miami, Fla. 54.8 64.2 
Birmingham, Ala. 52.1 41.6 
Norfolk -Portsmouth, Va. 29.7 42.5 
Greensboro -Winston -Salem -High Point, N.C. 66.5 56.3 
Jacksonville, Fla. 42.6 44.5 
Richmond, Va. 65.8 60.4 
Mobile, Ala. 38.2 32.4 

50.000- 99.000 Negro population, 1960 
Boston, Mass. 66.5 60.5 
Buffalo, N. Y. 54.8 51.8 
Milwaukee, Wisc. 57.9 59.2 
Tampa -St. Petersburg, Fla. 44.0 44.5 
Columbus, Ohio 50.0 38.2 
Dayton, Ohio 50.8 36.5 
Louisville, Ky. -Ind. 52.9 49.8 
Gary - Hammond -East Chicago, Ind. 58.3 48.4 
Fort Worth, Texas 47.5 42.9 
Nashville, Tenn. 55.6 38.0 
Fort Lauderdale -Hollywood, Fia. 39.7 48.0 
Orlando, Fla. 44.9 38.5 
Charlotte, N. C. 69.0 62.1 
Beaumont -Port Arthur -Orange, Texas 47.5 43.5 
Chattanooga, Tenn. -Ga. 61.2 48.9 
Shreveport, La. 38.3 35.4 
Little Rock -North Little Rock, Ark. 50.7 47.9 
Columbia, S. C. 41.9 43.0 
Charleston, S. C. 34.5 37.7 
Baton Rouge, La. 44.2 35.9 
West Palm Beach, Fla.. 47.1 36.9 
Newport News- Hampton, Va. 34.2 37.9 
Jackson, Miss. 61.0 37.6 
Columbus, Ga. -Ala. 36.5 37.0 
Augusta, Ga. -S.0 41.6 36.9 
Montgomery, Ala. 55.1 39.3 
Savannah, Ga. 50.2 48.0 
Macon, Ga. 44.5 43.6 

As defined in 1968. 2/ Includes nonwhite races other than Negro. 
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Table 8. --NET MIGRATION RATES BY RACE FOR SMSA'S WITH 50,000 OR MORE NEGRO POPULATION 
IN 1960: SOCIAL SECURITY DATA AND INDEPENDENT ESTIMATES FOR 1960 -65 

Standard Metropolitan Statistical Area 
Social Security Data 1/ Independent 

Estimate 

Rank and Size Group All Classes White 3/ Negro All Classes 

250.000+ Negro population, 1960 
New York, N. Y. +0.3 -0.5 +6.5 +1.1 
Los Angeles -Long Beach, Calif. +10.3 +9.7 +18.6 +4.7 

Chicago, Ill. +0.2 -0.2 +3.5 +0.4 
Philadelphia, Pa. -N. J. -2.3 -2.6 -0.3 +1.3 

Detroit, Mich. -0.2 -0.7 +3.5 -1.4 

St, Louis, Mo. -Ill. +3.0 +3.2 +2.0 -0.1 

Washington, D. C.- Md. -Va. +10.2 +10.5 +9.3 +10.1 
Cleveland, Ohio -0.5 -0.6 -0.2 -1.5 
Baltimore, Md. -0.3 -0.4 -0.1 +0.2 
Houston, Texas +6.6 +7.5 +2.2 +8.9 

New Orleans, La. +10.8 +13.8 +2.6 +4.6 
Memphis, Tenn. -Ark. +1.7 +3.2 -2.3 +0.7 

100.000- 249.000 Negro population. 1960 
San Francisco -Oakland, Calif. +6.8 +6.5 +12.2 +3.7 
Pittsburgh, Pa. -0.7 -0.4 -6.5 -6.0 
Newark, N. J. +3.4 +2.6 +10.5 +3.8 
Cincinnati, Ohio -Ky. -Ind. -3.8 -4.5 +4.0 -1.1 
Dallas, Texas +6.5 +6.6 +6.0 +8.8 
Kansas City, Mo. -Kans. +4.3 +4.5 +2.3 +0.8 
Atlanta, Ga. -0.4 +0.4 -4.6 +9.5 
Indianapolis, Ind. -0.2 -0.1 -2.0 -0.8 

Miami, Fia. -7.8 -7.7 -8.1 +7.6 
Birmingham, Ala. -7.3 -6.4 -10.6 -4.7 
Norfolk -Portsmouth, Va. -0.5 +4.0 -11.1 -0.3 
Greensboro -Winston -Salem -High Point, N.C. +3.1 +4.2 -2.7 +0.4 
Jacksonville, Fla. +4.1 +5.6 -1.9 -0.2 
Richmond, Va. +3.8 +6.2 -4.4 +4.3 
Mobile, Ala. -1.9 -0.2 -7.4 -2.1 

50.000- 99.000 Negro population. 1960 
Boston, Mass. (Z) -0.4 +14.0 -2.7 
Buffalo, N. Y. -2.2 -2.7 +5.6 -4.9 

Milwaukee, Wisc. -1.5 -1.9 +6.7 -4.2 
Tampa -St. Petersburg, Fla. -2.1 -1.7 -4.7 +9.4 
Columbus, Ohio +1.8 +2.0 -0.7 +3.4 
Dayton, Ohio +0.3 +0.1 +3.1 +1.1 

Louisville, Ky. -Ind. +6.3 +6.8 +1.0 -1.1 

Gary - Hammond -East Chicago, Ind. -4.2 -6.3 +11.4 -5.0 
Fort Worth, Texas +6.2 +5.6 +12.0 +1.5 
Nashville, Tenn. +0.6 +2.0 -9.5 +3.1 
Fort Lauderdale -Hollywood, Fla. +0.1 +1.4 -7.0 +22.7 
Orlando, Fla. +5.1 +4.5 +8.7 +7.5 
Charlotte, N. C. -1.9 -0.3 -8.7 +4.4 
Beaumont -Port Arthur, Texas -5.7 -4.3 -11.8 -5.8 
Chattanooga, Tenn. -Ga. -4.1 -3.2 -10.2 -3.1 
Shreveport, La. -3.3 -3.2 -3.7 -6.0 
Little Rock -North Little Rock, Ark. +3.2 +6.1 -10.9 +5.4 
Columbia, S. C. +1.1 +6.0 -14.4 +2.2 
Charleston, S. C. -0.8 +1.9 -5.8 +4.4 

Baton Rouge, La. +16.0 +25.8 -19.0 +0.8 

West Palm Beach, Fla. +9.2 +10.2 +4.2 +15.7 
Newport News- Hampton, Va. +19.5 +17.6 +24.1 +8.9 
Jackson, Miss. +2.0 +6.7 -11.2 +2.5 
Columbus, Ga. -Ala. -1.6 +0.9 -8.3 +6.7 
Augusta, Ga. -S. C. +4.9 +6.7 -0.8 +0.9 
Montgomery, Ala. (Z) +6.8 -18.8 -3.4 
Savannah, Ga. -11.7 -13.5 -7.4 -6.3 
Macon, Ga. -10.3 -5.7 -22.4 +2.1 

1/ Net employed migrants as a percent of average base population, 1960 -65. Includes military. 
2/ Includes military. Includes nonwhite races other than Negro. (Z) Less than 0.05. 
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Appendix Table 1.- -NET MIGRATION RATES, BY SEX, FROM CENSUS AND CWHS: 
1955 -60 AND 1960 -65 

Male Female 
Region, Division, 

and State 1955 -60 
Census 

1960 -65 
CWHS 2/ 

1955 -60 
Census 

1960 -65 
.1 

United States, Total 

Regions 
Northeastern States -2.0 -0.2 -1.4 -0.6 
North Central States -2.2 -1.5 -1.6 -1.6 

The South +0.2 -0.7 -0.3 -0.7 
The West +6.5 +4.4 +5.9 +5.5 

Northeast 
New England -0.6 -0.1 -0.8 -0.4 
Middle Atlantic -2.4 -0.2 -1.6 -0.7 

North Central 

East North Central -1.7 -1.4 -1.0 -1.1 
West North Central -3.3 -2.0 -3.2 -2.8 

South 
South Atlantic +2.7 -0.9 +1.9 -0.1 
East South Central -3.2 -1.5 -3.7 -1.8 
West South Central -1.3 +0.2 -1.4 -1.1 

West 
Mountain +4.2 +0.8 +4.7 +2.9 
Pacific +7.2 +5.4 +6.3 +6.2 

New England 
Maine -2.9 -5.6 -3.9 -5.1 
New Hampshire +1.7 -1.5 +1.1 +0.7 
Vermont -2.6 -1.5 -2.9 +1.0 

Massachusetts -1.5 -0.6 -1.2 +0.6 
Rhode Island -0.2 -1.4 -2.9 -1.0 
Connecticut +1.6 +3.2 +1.9 -1.1 

Middle Atlantic 
New York -3.1 -2.0 -2.1 -1.6 
New Jersey +2.3 +8.9 +2.2 +6.0 
Pennsylvania -3.8 -2.3 -2.7 -2.8 

East North Central 
Ohio -1.0 -2.9 -0.1 -1.5 
Indians -1.2 -0.1 -1.1 (Z) 

Illinois -1.4 -0.1 -1.0 -0.9 
Michigan -3.2 -1.2 -2.0 -1.6 
Wisconsin -1.5 -2.9 -0.9 -1.3 

West North Central 
Minnesota -1.5 (Z) -0.8 -2.1 
Iowa -4.8 -7.3 -4.3 -3.9 
Missouri -1.6 -1.5 -2.1 -3.7 
North Dakota -6.5 -4.3 -7.9 -11.2 
South Dakota -7.1 -7.3 -7.0 -4.4 
Nebraska -5.1 -4.9 -5.1 -2.0 
Kansas -4.1 +3.4 -4.1 +1.6 
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Appendix Table 1 continued 

Region, Division, 
and State 

Male Female 

1955 -60 
Census 

1960 -65 1955 -60 
CWHS Census. 

1960-65 

South Atlantic 
Delawáre +4.6 +12.2 +4.9 +3.7 
Maryland +3.7 +7.2 +3.5 +7.3 
District of Columbia -10.8 -22.3 -9.6 -15.4 
Virginia +2.6 +1.9 +1.0 +3.4 
West Virginia -10.1 -5.9 -9.6 -4.8 
North Carolina -1.4 -2.2 -2.8 -2.5 
South Carolina -0.5 +0.6 -3.8 -0.2 
Georgia -0.7 -4.3 -1.7 -1.5 
Florida +16.8 (Z) +17.6 +1.1 

East South Central 
Kentucky -4.3 -0.8 -5.1 -0.5 
Tennessee -2.7 +0.9 -3.0 -2.6 
Alabama -2.2 -3.6 -2.4 -1.1 
Mississippi -4.0 -3.9 -4.8 -2.6 

West South Central 
Arkansas -5.5 +1.0 -5.3 +1.0 
Louisiana -0.5 +4.2 -0.2 -4.2 
Oklahoma -4.0 -1.6 -4.4 -1.6 
Texas -0.1 -0.7 -0.3 -0.6 

Mountain 
Montana -3.1 -3.9 -3.2 -8.6 
Idaho -1.9 -7.8 -2.9 -5.6 
Wyoming -2.5 -11.0 -1.8 -3.6 
Colorado +3.8 +3.1 +4.5 +4.2 
New Mexico +6.0 -13.9 +5.5 -3.3 
Arizona +13.5 +6.8 +14.7 +10.5 
Utah +0.7 -0.4 +1.0 +0.2 
Nevada +8.3 +29.0 +10.1 +28.1 

Pacific 
Washington +1.6 +1.7 +1.0 +0.2 
Oregon -0.9 +0.4 -0.5 +0.5 
California +9.1 +6.8 +8.3 +7.9 
Alaska +10.1 +19.3 +5.5 +18.3 
Hawaii +5.0 -3.3 -0.2 +3.5 

Net migrants as a percent of census 
Includes military. 

Net employed civilian migrants as a 

in the Work History File, 1960 -65. 

immigrants from abroad. 

(Z) Less than 0.05. 

population 15 -64 years of age. 

percent of average base population 
Includes an unknown number of 
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Appendix Table 2.-- PERCENT NEGRO OF TOTAL POPULATION 15 -64 YEARS AGE AND 
OF TOTAL WORKERS IN CWHS FILE FOR SMSA'S WITH 50,000 OR 

MORE NEGRO POPULATION IN 1960 

Standard Metropolitan 
S.tatisti.cal Area 

Percent Negro of 
Total Population 
15 in 1960 

Percent Negro of 
Total Workers in 
'CWHS 1960 

250.000+ Negro population. 1960 
New York, N. Y. 11.5 11.5 
Los Angeles -Long Beach, Calif. 7.5 6.6 
Chicago, Ill. 13.6 11.8 

Philadelphia, Pa. -N. J. 15.1 13.8 
Detroit, Mich. 14.5 11.4 
St. Louis, Mo. -Ill. 13.2 11.1 
Washington, D. C.- Md. -Va. 23.3 24.6 
Cleveland, Ohio 13.3 11.9 
Baltimore, Md. 20.3 19.7 
Houston, Texas 18.6 16.8 
New Orleans, La. 28.1 26.2 
Memphis, Tenn. -Ark. 34.0 27.8 

100.000 -249.000 Negro Population. 1960 
San Francisco -Oakland, Calif. 8.1 5.8 
Pittsburgh, Pa. 6..5 5.4 
Newark, N. J. 12.9 10.9 
Cincinnati, Ohio -Ky. -Ind. 10.2 8.4 
Dallas, Texas 13.7 12.1 
Kansas City, Mo. -Kans. 10.2 9.1 
Atlanta, Ga. 21.5 18.1 
Indianapolis, Ind. 10.5 8.5 
Miami, Fla. 13.9 15.9 
Birmingham, Ala. 29.5 25.0 
Norfolk -Portsmouth, Va. 23.9 31.1 
Greensboro- Winston -Salem -High Point, N. C 18.8 16.4 
Jacksonville, Fla. 22.0 22.7 
Richmond, Va. 25.0 23.4 
Mobile, Ala. 28.4 25.2 

50.000 -99.000 population. 1960 
Boston, Mass. 2.9 2.7 
Buffalo, N. Y. 6.2 5.9 
Milwaukee, Wisc. 4.5 4.5 
Tampa -St. Petersburg, Fla. 11.6 11.8 
Columbus, Ohio 10.5 8.2 
Dayton, Ohio 9.5 7.0 
Louisville, Ky. -Ind. 10.9 10.3 
Gary -Hammond -East Chicago, Ind. 14.2 12.1 
Fort Wörth, Texas 9.9 9.0 
Nashville, Tenn. 17.9 13.0 
Fort Lauderdale -Hollywood, Fla. 15.0 17.6 
Orlando, Fla. 16.2 14.2 
Charlotte, N. C. 22.2 20.4 
Beaumont -Port Arthur-Orange, 19.3 17.9 
Chattanooga, Tenn.-Ga. 16.4 13.6 
Shreveport, La. 30.4 28.7 
Little Rock -North Little Rock, Ark. 17.7 16.9 
Columbia, S. C. 25.9 26.4 
Charleston, S. C. a. 33.6 35.6 
Baton Rouge, La. 29.8 25.6 
West Palm Beach, Fla. 23.2 19.2 
Newport News- Hampton, Vs. 26.4 28.5 
Jackson, Miss. 36.3 25.9 
Columbus, Ga. -Ala. 26.8 27.0 
Augusta, Ga. -S. C. 26.3 24.1 
Montgomery, Ala. 34.1 27.0 
Savannah, Ga. 32.6 31.6 
Macon, Ga. 110000000008110.4. 00000000000000000000 28.3 27.8 

As defined in 1968. 
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Appendix Table 3.-- STANDARD ERRORS OF 1960 -65 NET MIGRATION RATES 
FOR STATES BASED ON SOCIAL SECURITY DATA 

(1 Sigma) 

Region, Division, 

and State 

All 
Classes 

White Negro 

United States, Total 

Regions 
Northeastern States 0.2 0.2 0.6 
North Central States 0.2 0.2 0.6 

The South 0.2 0.2 0.5 

The West 0.3 0.3 1.4 

Northeast 
New England 0.4 0.4 2.7 

Middle Atlantic 0.2 0.2 0.6 

North Central 
East North Central 0.2 0.2 0.7 
West North Central 0.4 0.4 1.9 

South 
South Atlantic 0.3 0.3 0.6 

East South Central 0.5 0.5 1.0 
West South Central 0.4 0.4 0.8 

West 
Mountain 0.7 0.8 5.9 
Pacific 0.3 0.3 1.3 

New England 
Maine 1.4 1.4 (B) 

New Hampshire 1.8 1.8 (B) 

Vermont 2.6 2.6 (B) 

Massachusetts 0.5 0.5 4.1 
Rhode Island 1.3 1.3 (B) 

Connecticut 0.7 0.8 3.8 

Middle Atlantic 
New York 0.2 0.3 0.8 
New Jersey 0.4 0.6 1.8 
Pennsylvania 0.3 0.3 1.2 

East North Central 
Ohio 0.4 0.4 1.3 
Indiana 0.6 0.6 2.5 
Illinois 0.4 0.4 1.1 

Michigan 0.4 0.4 1.2 

Wisconsin 0.6 0.6 (B) 

West North Central 
Minnesota 0.7 0.7 (B) 

Iowa 0.9 0.9 (8) 

Missouri 0.7 0.7 2.0 

North Dakota 2.6 2.6 (B) 

South Dakota 2.3 2.3 (B) 

Nebraska 1.3 1.3 (B) 

Kansas 1.2 1.2 6.3 
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Appendix Table 3 continued 

Region, Division, 

and State 

All 
Classes 

White Negro 

South Atlantic 
Delaware 2.4 2.6 6.2 

Maryland 0.8 1.0 1.8 
District of Columbia 2.0 2.4 3.4 
Virginia 0.8 0.9 1.6 

West Virginia 1.2 1.2 5.1 
North Carolina 0.6 0.7 1.3 

South Carolina 1.0 1.1 1.9 
Georgia 0.8 0.9 1.4 

Florida 0.8 0.9 1.6 

East South Central 
Kentucky 1.0 1.1 3.0 
Tennessee 0.8 0.9 1.8 
Alabama 0.9 1.1 1.7 
Mississippi 1.2 1.5 2.0 

West South Central 
Arkansas 1.4 1.6 2.8 
Louisiana 0.9 1.2 1.5 
Oklahoma 1.1 1.2 4.7 
Texas 0.4 0.5 1.0 

Mountain 
Montana 2.2 2.2 (B) 

Idaho 2.6 2.6 (B) 

Wyoming 3.6 3.6 (B) 

Colorado 1.4 1.4 (B) 

New Mexico 2.4 2.4 (B) 

Arizona 1.7 1.7 (B) 

Utah 1.7 1.7 (B) 

Nevada 3.9 4.0 (B) 

Pacific 
Washington 0.9 0.9 (B) 

Oregon 1.2 1.2 (B) 

California 0.3 0.3 1.4 
Alaska 3.7 3.7 (B) 

Hawaii 2.0 2.0 (B) 

(B) Having less than 50,000 Negro population 15 -64 
years of age in 1960. 

J Includes nonwhite races other than Negro. 
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Appendix Table 4.-- STANDARD ERRORS OF 1960 -65 NET MIGRATION RATES 
FOR SMSA'S BASED ON SOCIAL SECURITY DATA 

(1 Sigma) 

Standard Metropolitan Statistical Area All 

Rank and Size Group Classes 
White Negro_ 

250.000+ Negro population. 1960 
0.4 
0.7 
0.5 
0.7 
0.7 
1.0 

1.4 

1.1 

1.0 

0.4 
0.7 
0.6 
0.7 
0.7 

1.1 

1.7 

1.2 

1.2 

1.1 

2.5 
1.3 

1.6 

1.7 

2.6 
2.4 
2.7 

2.1 

New York, N. Y. 

Los Angeles -Long Beach, Calif. 
Chicago, Ill. 

Philadelphia, Pa. -N. J. 
Detroit, Mich. 
St. Louis, Mo. -Ill. 
Washington, D. C.- Md. -Va. 

Cleveland, Ohio 
Baltimore, Md. 
Houston, Texas 1.7 1.8' 3.6 

New Orleans, La. 2.0 2.5 3.3 

Memphis, Tenn. -Ark. 2.3 2.8 3.5 

100.000 -249.000 Negro Population. 1960 

San Francisco -Oakland, Calif. 1.2 1.3 4.9 

Pittsburgh, Pa. 0.9 1.0 3.6 

Newark, N. J. 1.3 1.4 4.0 

Cincinnati, Ohio -Ky -Ind. 1.4 1.4 4.2 

Dallas, Texas 1.7 1.8 4.7 

Kansas City, Mo. -Kans. 1.6 1.7 4.3 

Atlanta, Ga. 1.7 1.9 3.5 

Indianapolis, Ind. 1.6 1.7 4.7 

Miami, Fla. 2.1 2.3 4.6 

Birmingham, Ala. 2.1 2.5 3.9 

Norfolk- Portsmouth, Va. 3.1 3.9 5.1 

Greensboro -Winston -Salem -High Point, N. C. 2.1 2.3 4.8 

Jacksonville, Fla. 3.5 4.0 7.4 

Richmond, Va. 2.3 2.7 4.4 

Mobile, Ala. 3.9 4.6 7.1 

50.000- 99.000 Negro population. 1960 
Boston, Mass. 0.8 0.8 5.3 

Buffalo, N. Y. 1.2 1.2 4.5 

Milwaukee, Wisc. 1.2 1.2 5.4 

Tampa -St. Petersburg, Fla. 2.6 2.7 7.3 

Columbus, Ohio 2.1 2.2 6.8 

Dayton, Ohio 1.9 2.0 6.6 

Louisville, Ky. -Ind. 1.8 1.9 5.3 

Gary - Hammond -East Chicago, Ind. 2.0 2.2 4.3 

Fort Worth, Texas 2.8 2.9 8.9 

Nashville, Tenn. 2.5 2.7 6.4 

Fort Lauderdale -Hollywood, Fla. 4.6 5.0 10.7 

Orlando, Fla. 4.5 4.8 12.4 

Charlotte, N. C. 3.0 3.4 6.3 

Beaumont -Port Arthur, Texas 3.5 3.8 8.1 

Chattanooga, Tenn. -Ga. 3.0 3.3 7.5 

Shreveport, La. 4.6 5.6 7.3 

Little Rock -North Little Rock, Ark. 3.6 4.1 7.2 

Columbia, S. C. 3.8 4.4 7.2 

Charleston, S. C. 4.4 5.8 6.7 

Baton Rouge, La. 4.9 5.7 9.8 

West Palm Beach, Fla. 5.0 5.5 11.7 

Newport News- Hampton, Va. 4.7 5.6 8.6 

Jackson, Miss. 3.9 4.7 6.7 

Columbus, Ga. -Ala. 4.7 5.7 7.6 

Augusta, Ga. -S.0 4.2 5.0 7.4 

Montgomery, Ala. 4.6 5.6 7.9 

Savannah, Ga. 4.4 5.5 7.4 

Macon, Ga. 5.2 6.5 8.6 

As defined in 1968. Includes nonwhite races other than Negro. 
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MOBILITY ANALYSIS - AN APPROPRIATE TECHNIQUE IN SMALL AREA DEMOGRAPHY 
Arnold R. Post, Fels Center, University of Pennsylvania 

I wish to acknowledge that this paper derives 
from conversations with one Robert Reams. He was 

a supervisor of special censuses for the Census 
Bureau in the late 1950's and had developed a rule 
of thumb for estimating current population which 
he found to be quite accurate. In a variety of 
areas, 1958 populations were approximately equal 
to 90 percent of their 1950 populations plus 

about 3.75 times their increase in dwelling units 

since 1950. 

Actually, it may be observed that populations 
behave with considerable regularity for given 
changes in their numbers of households (or housing 
supply). Multiple linear regressions for collec- 

tions of areas in Pennsylvania indicate that 
their ceneused populations be reliably esti- 
mated as deriving from the populations previously 
censured and subsequent changes in number of 
households. More than 99 percent of the variance 
in final population is 'explained,' and the coef- 
ficients of the two independent variables are 
both very highly significant. Standard errors 
and constant terms tend to be relatively small, 
and residuals appear to be reasonably well dis- 
tributed according to normal expectations. 

Several analyses have been done on the fol- 
lowing sets of areas: 
A. A collection of counties in metropolitan areas 

at least partly in Pennsylvania and having at 
least 3,000 nonwhite residents, but including 
only those counties or parts of Philadelphia 
with at least 97 percent of population in 
households (28 cases); 

B. A collection of 20-randomly selected Pennsyl- 
vania counties; and 

C. The collection of 427 census tracts (as of 
1950) in the Philadelphia Standard Metropol- 
itan Statistical Area (USA), but outside the 
city proper. 

Some of the results are shown in Table 1, 
where the figures in parentheses show the . 

of the coefficients of the estimating equations. 
A t -value greater than 3.0 usually fosters belief 
that a real -world dependency has not been die- 
proved by the data at hand. As can be seen, these 
t- values range from 5.57 to 205.3. 

The random sample of counties and the suburban 
census tracts contained predominantly white popu- 
lations resident mostly in single family dwel- 
lings. Among the counties were several which lost 
population during the 1950'S, while the tracts 
were characterised mostly by rapid growth. The 
metropolitan counties are associated with higher 
percentages of nonwhite population and apart- 
ment dwellers. 

Relations 3,5 appear to be distinct from each 
other, perhaps reflecting the different types of 
areas they have been drawn from. Both, however, 
can be regarded as within the range of random 
deviation about relation 4, which was derived 
from the probability sample. 

The coefficients of relation 4 have reasonable 
values. The coefficient of initial population is 
89.8 percent, which is not far off the tenth po- 
wer of .99. Janet Abu - Lughod and Mary Mix Foley 

Table 1 

Linear Regression Equation Parameters For Estimating Population After Ten Years, 

Given Initial Population and Subsequent Change in Households 
(t- values in parenthesis) 

Data 
Set Decade 

Initial 
Population 

Change in 
Households 

Constant 
Term 

Mean Value 
Est. Pop. 

Standard Error 
Relation 
Number No. % of 

A 1930-40 .9053 3.3425 3,753 221,006 8,803 4.0 % (1) 
(41.4) (5.57) 

1940-50 .9116 3.6951 1,398 240,652 4,295 1.8 (2) 
(126.4) (25.1) 

1950-60 .9234 3.8495 516 267,822 12,612 4.7 % (3) 

(80.3) (20.0) 

B 1950-60 .8982 3.9583 2,065 86,736 2,4101 2.8 % (4) 

(53.6) (20.2) 

C 1950-60 .8858 4.1010 28 5,293 3432 6.5 % (5) 

(145.9) (205.3) 

(1 65% of residuals less than one standard error, 10 positive (max. 5,425), 10 negative (min. -3,341) 
(2) 95% of residuals less than one standard error, about 60% positive. 

Source: U.S. Censuses of Population for 1930,1940,1950, and 1960. Private families, occupied dwelling. 
units, and occupied housing units have been treated as if synonymous. 
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have reported (1) an estimate to the effect that 
in 1955, about 1 percent of the population engaged 
in household formation. Presumably, then, 99 per- 
cent did not; and over the course of the decade, 
assuming constancy, about 89 percent would be 
resident in the same number of households as at 
the beginning of the decade. The coefficient of 
household change (3.96) lies near the mid -point d 
a range defined by the average size of all husband - 

wife households (3.7 persone) and the average sise 
of such households with husband under 45 years of 
age (4.3 persons.) (2) The coefficient is there- 
fore consistent with the notion that gains in 
households are principally the work of young 
people, as has been well established by Ned Shil- 
ling. (3) 

These relations in Table 1 were derived from 
the period 1930 -60. Considering that this period 
spans economic extremes of depression and boom, 
the similarities among them are notable. The 
coefficients of initial population are lees than 
1.0 and those of household change are not unwieldy 
as average household sizes. Both have proper sign. 

I can't, at this time, present statistical 
findings for the nation's large metropolitan 
areas, but I have drawn some pictures to show 
population contours for some of then. For the very 
largest metropolitan areas (1950 SMA's, generally) 
the populations of 1950 are shown Figure 1 as 
a joint function of 1940 population and net gain 
in households. Similar information is shown in 
Figure 2 for 1960 populations of areas of be- 
tween 200 -700 thousand persons as of 1950 and 
with household gains of less than 105,000. The 
data have'been scaled assuming 4 persons per mar- 
ginal household. Under the assumed hypothesis, 
the contours should be straight, equally spaced, 
and parallel with a slope of -45 degrees. In Fig- 
ure 1, the contours can be seen to approach the 
vertical axis at values greater than their own, 
as should the case. 

Now, given such a well- defined and appropriate 
collection of regression equations which seen to 
be broadly applicable, it is only reasonable to 
suppose that they index a process. Since the co- 
efficient of initial population presumably indi- 
cates a fraction of population apt to remain in a 
stable community (one characterized by no net 

change in number of households), it can be termed 
a persistence rate. The coefficient of household 
change can be considered a rate of marginal popula- 

tion change since it would indicate the average 
size of marginal households. Accordingly,wewould 
have two concepts, persistence and marginal 
change, which are somewhat analagous to the tra- 
ditional concepts of natural increase and net mi- 
gration, except that we are here dealing with a 
"natural increase in housing need" and the mo- 
bility occasioned to satisfy it. More concretely, 
a population is assumed to generate additional 
family or household heads in the course of a 
decade, and they will export themselves to areas 
where the desired quarters are available, if they 
can manage it, whether across the street or across 
the nation. They will also take with them wives 
and potential children, among others,. as they see 
fit. 
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accepted demographic algorism. rely 
on concepts of natural increase (surplus 
over deaths) and net migration; and it has been 
asserted many times that population change in a 
given place derives either from natural increase 
or net migration. This assertion carries with it 
an implication that met - migrants are both sterile 
and immortal. Indeed, the implication appears ex- 
plicitly in some matrix models of population 
growth. As a migrant, myself, currently, I take 
exception. 

Traditional application of these concepts is 
often called "cohort survival analysis." The ini- 
tial population of a given place in this context, 
provides a source of people likely to bear and 
survive anywhere. The concept of net migration 
re- introduces boundaries very Niches an after- 
thought. Migrants are, after all, only ordinary 
mortals who have been reclassified. Some attri- 
tion among cohort survivors has to be allowed for 
somewhere in any realistic account* of the two 
classes of people, that is, today's migrants are 
yesterday's naturalized residents of some other 

place.. 

Algerians relying on the concepts of persist- 
ence and marginal change have been categorized as 
dealing in "mobility analysis." These concepts 
late nicely to population trends as defined in 
geographic partitions. For each area, conditional 
allowance is made both for departures (as a func- 
tion of initial population) and arrivals or addi- 
tional departures (as a function of household 
change.) The initial population in this context 
provides a source of people apt to survive and 
remain (on net) in a given place; and the addi- 
tional households, if any, provide accommodation 
for new families or families moving about. To 

mind, mobility analysis is richer in spatial con- 
text and logically more of a piece than cohort 
survival analysis and has much to recommend it. 
Statistically significant results have also been 

obtained from age -specific data. 

Mobility analysis, however, is not easier 

to apply than cohort survival analysis; and it 
does require independent estimates of postoensal 
or future changes in households to explore likely 
patterns of population development. 

For current estimates of household change, 
preference is to rely on school enrollment data, 
interpreting them with the aid of census cross - 
tabulations of 5 to 19 year -olds by grade of 
school in which enrolled, using three-year grade 
groups and five -year age groups. With the aid of 
the cross -tabs, one can develop one operator to 
generate an age distribution from enrollment data 
and another to generate an enrollment distribution 
from age data. (The cross -tabs are published by 
single years of age and grade among the detailed 
statistics for each state.) 

Current school enrollment data will not auto- 
matically be available for each municipality 
since public school districts sometimes don't 
coincide with municipal boundaries and private 
school service areas may be quite independent of 
them. The data, however, are worth scratching 
it being important to secure the equivalent of 
pupil counts as of April. 
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With enrollment data at hand, one attacks them 
from two directions. (1) On the basis of the last 
census, a persistent population of school+.age is 
estimated as if there had been no change in the 
number of households. An average number of these 
children per household is also calculated. Then 
a disaggregated estimate of their enrollment by 
age and grade group is prepared to provide an in- 
dex of the age diatributon in the grade group, 
currently. (2) The actual enrollment.' by grade 
group are assumed to have the same relative age 
tribution as enrollments from the persistent pop- 
ulation. The age groups are then summed and blown 
up to indicate the age distribution which gener- 
ated the aotual enrollments. This expansion is 
required since not all school -age children will 
actually be in school. 

The difference between the presumed actual and 
the persistent populations (5 -19) can then yield 
an estimate of net household change according to 
which the total population and its age diatribu+ 
tion can be estimated. 

At this point, after the direction of net ai- 
gration can be determined, useful reference to 
vital statistics can be made. The argument, bows 
ever, has to be interpretive. Abu -Lughod and Foley 
in the work cited, indicate that changes in 
hold sise appear to be a main factor associated 
with a fimily's taking new quarters. Birth static 
tics, then, would overstate preschoolers for a 
population supporting out - migration and under- 
state them for a population augmented by in -mi- 
gration, i.e., babies seem to be a cause of mo- 

bility and they travel with their parents. 

The above paragraphs sketch some of the proce- 

dures available to make mobility analysis opera- 

tional, and difficulties scarcely been men- 
tioned. The real world and the future continue to 

present problems that no amount of arithmetic can 
render precise. I think it is fair to say that 
the past is about as indefinite as the future is 

improbable, and the two are related by an uncer- 
tain, though actual, present. the late 1950's, 
I, for one, did not anticipate the development of 
near revolutionary conditions many of our 
major cities; and of estimates are doubt 
leas less apposite for that. In terms of the pre- 
sent discussion, I would expect these conditions 
to affect rates of persistence sad marginal 
change by influencing especially the nobility of 
mature families. Although I did anticipate the 
declining trend in births is fair degree, I 
didn't foresee the growth of the public share of 
total enrollments.' 

Accepting such matters as part of the rules of 
the game, we can still suppose some regularities 
exist. Glancing again at Table 1, it may be noted 
that between 1930 and 1960 (relations 1,2,3), 
rates of persistence and marginal change seem to 
be directly related with both rates rising. 
own is that some explanation is offered 
by the conourrently rising trend in largo area 
rates of natural increase. What with reduced 
rates of natural increase prevailing, it 

be that current rates of persistenoa and 
marginal change are also now at lower levels. 
It may also be noted, however, that regards 
relations 3,5, their coefficients are inverse- 
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ly related with the greater spread being ohar- 

acteristic of the richer populations. I incline 

to consider this as evidence that richer popula- 

tions can form new households at greater conven- 

ience. Although I can't quantify these matters, 

I anticipate that the greater mobility of mature 

families, if any, will tend to make both rates 

less well defined in the present decade, that 

with lowered natural increase, the rates will 

define a somewhat. shorter vector, and that 
with continued prosperity, spread between 

then will tend to remain wide. 

As for internal matters, Table 2 exhibits a 
deal of variety among tea year rates 

persistence and marginal change derived from 

analysis of age - specific data for the metropolitan 

counties. There are very low rates of marginal 

change for 15 -29 olds in 1960; and their 

level may relate to the scarcity of persons born 

between 1930 and 1944 in the total population, 

suggesting a future avenue of research toward.' 
a lagged model. Ten-year age- specific rates were 
also derived from the random sample of 20 Penn- 

sylvania counties; and these rates may be more 

appropriate in suburban and rural areas. They 

are shown in Table 3. 

Since rates of community development may 

change from one pentad to next (I don't like 

to say except to refuse to it), 

it is desirable to work in terms of five -year 
intervals. Conjectures, however, as to the values 

of five-year rates are simply conjectures at this 

time. special census was done of the Cleveland 
in 1965, and these data may provide a sprint 

board. 

A comparison of persistence and survival ratee 
is given in an article scheduled to appear in the 

November (1969) issue of the 
can Institute of Planners. A comparison is also 
offered there of ago distributions of marginal 

changes and net migratory increments. In addition; 
it is noted that relation 5, Table 1, derived from 

tract data, yields good results with re- 

spect to the population of the whole Philadelphia 
and to that of each of its constituent coin- 

ties, including Philadelphia, itself, whose 
sus tracts did not contribute to the estimating 
equation. The bias is on the order of -1.5 
cent. (Note: Some may wish to investigate these 
relationships in their own regions of interest. 
If so, it is necessary to an area large 
enough to provide residence for by far the 
greater part of both its initial and final pop- 
ulations. All the census tracts in one suburban 

county may not be sufficient if the county, 

has doubled its population in the period under 
review. In snob a case, the distribution of 
initial population by treat is not apt to be 

significant.) 

Mobility analysis has been employed as the 
basis for a computerised routine to yield esti- 
mates of the short run for a variety of 
suburban and rural school districts. Analysis 
dame by hand for Philadelphia indicates (1) 
that the city, with a gain of only 20,000 
households, is continuing to lose population. 
A population of about 1.9 million is antici- 
pated for 1970, about 5 percent leas than 1960's 



Table 2 
Ten Year Age -Specific Rates, Metropolitan Counties 

Terminal Persistence Marginal Change 
1930 -40 1940 -50 1950 -60 1930 -40 1940 -50 1950 -60 

0 -4 .10531 .15101 .20471 .3695 .5714 .5323 

5 -9 .11172 .12602 .18822 .4020 .4193 .5176 

10 -14 .9389 .9016 .8187 .1393 .2149 .3457 

15 -19 .8805 .8373 .8054 .2439 .1883 .1812 

20 -24 .8874 .8265 .7662 .2454 .2390 .1128 

25 -29 .8397 .7766 .8006 .3216 .4169 .2406 

Generation rates based on initial population 5-39. 
2 Generation rates based on initial population 10 -44. 

Sources See note, Table 1. 

Table 3 

Ten Year Age -Specific Rates, 
20 Pennsylvania Counties, 1950 -60 

Terminal 
Age Group Persistence Marginal Change 

0 -4 .091 
1 

.665 

5 -9 .096 1 .560 

10 -14 .818 .356 

15 -19 .751 .307 

20 -24 .575 .359 

25 -29 .635 .376 

(1) Generation rates,based on total initial 
population. 

Source: See note, Table 1. 

2.0 million; (2) that the proportion of popu- 
lation Negro appears to be increasing more ra- 
pidly than during the 1950's and will reach 
37 percent by 1970; and (3) that the public share 
of a nearly constant total enrollment seems apt 
to increase by about 7 percent on a base of 
410,000 by 1980. 

The Philadelphia estimates do not represent a 
consensus. Other analysts see a small gain for 
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the city population, slower growth of the propor- 
tion Negro, and less than a 28,000 gain in public 
school enrollments in the coming decade. The 1970 

census should lay some doubts to rest. Although 
my goal as regards accuracy is to be most accurate 
among those who overestimate, I should think that 
a census of 1.95 million or less total population 
would indicate that some skill has been achieved 
in the application of mobility analysis. 

Overall, the regularities that have been obrer 
ved do encourage me to believe that locally stan- 
dard patterns of population growth and develop- 
ment have become a little more apparent. 
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INSTANT SUPERMATRIX SETUPS POR MULTIVARIATE, ITERATIVE, AND MULTI- EQUATION MODELS 

Irving H. Siegel, W.E. Upjohn Institute for Employment Research 
* 

Aim and Backeround 

My purpose is to illustrate the 
usability of data supermatrices in 
more complex cases of least- squares 
estimation than I have been treating 
earlier. My motivation derives in 
part from inquiries occasioned by a 
paper that I presented at the August 
1968 meeting of the American Statisti- 
cal Association [1] and by another 
that appeared in the December 1968 
American Statistician [2]. An addi- 
tional stimulus has been provided by 
the development of a new computer 
program for regression analysis that 
takes account of the special features 
of least -squares supermatrices. The 
availability of such a program, dis- 
cussed in another paper presented at 
this meeting, should encourage the 
practical utilization of the super - 
matrix approach. 

In the classical least -squares 
cases, which involve unweighted or 
weighted observations (with no 
auxiliary conditions on the unknown 
parameters), the supermatrix method 
permits instant organization of the 
data, without any prior processing 
at all, into the algebraic equivalents 
of normal equations. If, in the 
weighted case, some prior arithmetic 
processing is allowed, an alternative 
supermatrix system may be written 
that is more compact but still alge- 
braically equivalent. As a rule, 
there is a tradeoff between the 
acceptable amount of prior comnutation 
and the acceptable siz @of the super - 
matrix system. 

It was for the relatively simple 
classical cases that the supermatrix 
approach was originally developed. 
In my earliest gropings toward this 
method (see my 1941 papers in the 
Journal of Statistical 
Association [3], L4 J), I used a 
weighted least- squares model and 
rectangular data matrices in studying 
the relationship between aggregative 
index numbers that embody different 
sets of weights. 

I have already demonstrated the 
extensibility of supermatrix design 
beyond the simplest and most familiar 

The author's views should not be 
ascribed to the Upjohn Institute. 
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situations. Thus, all or most prior 
arithmetic operations are avoidable 
(a) in the fitting of a straight line 
when all observations are subject to 
error (othogonal regression represents 
a special subcase)[2] and (b) in 
least- squares adjustment when the 
unknown constants are subject to side 
constraints [5]. 

Now, I consider additional, more 
difficult, instances. If these 
instances may be said to exemplify 
a common theme, it is "multiplicity." 
Thus, I say something below about the 
estimation of parameters for a function 
with multiple variables subject to 
error. I also offer two illustrations 
of multiple -step approximation; one 
is iterative in the sense of ultimate 
approach to least -squares estimation, 
and the other is iterative in the 
sense that the original linear model 
undergoes refinement by the addition 
of parameters and observations. 
Finally, I make some remarks on models 
involving multiple equations subject 
to disturbance. 

Before proceeding with the dis- 
cussion of new cases, I want to com- 
ment further on least- squares super - 
matrix systems. All of these have 
the general form Fg h. Here, F is 
a square design matrix -- really, a 
supermatrix -- containing unprocessed 
observations on one or more regressors 
and providing coefficients for individ- 
ual error terms. These coefficients 
state assumptions regarding the 
combination of errors. The design 
matrix may also include, if the prob- 
lem requires, assumptions relating to 
additional Lagrangian terms. The 
unknown constants, the (usually) 
unknown observational errors (really, 
"residuals "), and the unknown Lagran- 
gian multipliers (if required) are 
incorporated in a supervector, g. 
Another supervector, h, (usually) 
shows the observations on the depen- 
dent variable and the aggregate or 
summary conditions imposed on the 
errors and on the Lagrangian terms 
(the aggregates typically are zero). 

F, g, and h have well- defined 
structures. That is, they are parti- 
tionable in rather obvious ways. The 
elements they contain are organized 
in characteristic "packages," according 
to the nature of the adjustment problem 
to be solved. Since these packages, 



moreover, enter discernibly into 
simultaneous submatrix equations, the 
supermatrix system may be conceived 
as the result of a "stacking" proced- 
ure [5]. 

One of the ways of exhibiting 
the structure of the supermatrix 
system is to cast it into this form: 

[P tr 
(F g = h) 

Here, 0 is a block of zeros; I stands 
for one or more (diagonal) identity 
matrices; P shows the observed values 
of the independent variables or 
regressors; Q gives the coefficients 
of the individual error terms 
(residuals); d represents a subvector 
of unknown parameters; r is the sub - 
vector of unknown errors; and Y 
typically refers to observed (some- 
times, assumed or computed) values 
of the dependent variable. When the 
observations on the dependent 
independent variables are subject to 
error, the elements of r may be 
composite. In general, Qr = O 
amounts to a simple direct statement 
of the normal equations in terms of 
the errors (i.e., residuals); and 
Pd + Ir = Y (strictly, an identity 
rather than an equation) sets out the 
observed data in the form of the 
function, the prototype relationships, 
that is to be estimated. 

In my first paragraph, I men- 
tioned that another paper being 
presented at this ASA meeting deals 
with the programming of supermatrix 
systems (in FORTRAN) for efficient 
computer solution. My collaborator 
is Mr. Mac Shaibe, of the U.S. Bureau 
of Labor Statistics. As a result of 
his efforts, I expect supermatrix 
regression, which is not just a 
curious technical toy, to become 
more widely recognized as a poten- 
tially useful tool. 

Multiple Variables Subject to Error 

The multivariate case in which 
all observations are subject to 
error may be handled in (a) exactly 
the same way that I have treated the 
straight line with x's and y's sub- 
ject to error [2] or (b) an alterna- 
tive way that leads to a still larger 
supermatrix system. This larger 
system can be set up instantly with 
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virtually no prior arithmetic 
processing. Some awkwardness may 
arise in actual computation, however, 
since the design matrix itself 
includes unknown parameters! 

To work out the required super - 
matrix pattern, I have made use of 
what I call "normal identities" [6]. 
These identities, derived from the 
observation equations in a simple 
systematic manner, are reducible to 
normal equations when the appro- 
priate error -affected aggregates are 
set equal to zero. Since not all of 
the error- affected aggregates in the 
identities can reasonably be assumed 
to vanish, however, we are left with 
more unknowns than equations and 
accordingly have to make additional 
assumptions to connect the unannihil- 
ated aggregates. In any event, the 
suppression and interconnection of 
aggregates are not matters of 
arbitrary choice; for the object is 
to obtain by the supermatrix method 
the same result that is given by the 
relevant normal equations. From a 
scrutiny of normal identities, we 
learr how to treat error aggregates 
for the derivation of the correct 
normal equations; and these normal 
equations have to be examined in turn 
for clues to their "explosion" into 
supermatrix equivalents. 

For simplicity of exposition, I 
consider a function of the form 
y = a + bx + cz, where a, b, and c 

are the unknown parameters and where 
the observed values of y, x, and z 
are subject to error. Thus, I really 
start with equations (identities) of 
the form 

yi +s = a + bx + bti + cz + cu. 
(i = 1, ..., n), where bti and 

cui represent unknown error terms 

that are to be "purged" from the 
observations. I call attention 
to the appearance of b and c as 
separate unknowns in the subvector d 
and also in combination with the 
error terms ti and u., respectively, 

in the subvector r. 

In addition to a block of zeros 
(3n + 3, 3) in the "northwest" corner 
of the design matrix, I obtain these 
packages of elements for the super - 
matrix system: 



Q 

[p = 

xl... zl... 

1 1 1 1 

. , 

[a b c bt1... 

f1 

-si...] , and 

0... 

cui... 

Dots indicate an extension to n terms. 
The symbols k and m appearing in Q 
represent constants to which values 
may be assigned according to assump- 
tions desired with regard to rela- 
tive variances. Thus, having only 
four normal equations but three 
parameters, a, b, and c, and three 
unknown and nonvanishing error 
aggregates, Isy, b2tx, and c'uz, I 
interconnect the sums (which really 
represent variances) in this way: 

= kîtx = mìuz. Notice that the 
terms kxi and,mzi are the only ones 

in the design supermatrix inviting or 
requiring any prior computation. 

Two Iterative Cases 

In my first example of sequen- 
tial approximation, I want to esti- 
mate the parameters of a straight 
line, but I choose to guess ini- 
tially at the least -squares y's 
corresponding to the given I 
could also introduce a second or 
third guess if I choose to do so; 
the supermatrix system is not over- 
taxed thereby. What is the super - 
matrix setup that assures "closure," 
that makes up for my bad guesses and 
yields the correct least- squares 
estimates of the parameters anyway? 

For simplicity, I assume only 
one guessing round. I set up the 
supermatrix system for the observa- 
tions yi = á + bxi + ei (i = 1, ..., 
n) in this manner: 
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1 1 1 

1 1 

Q = x2 x3 ... 

1 

x 
1 

x1 

x2 

1 

1 1 

[p I] 1 x2 1 

1 

1 

x3 
x2 1 

I 

= [ a' a" b' b" e 
1 

e 
1 

e 
2 

e 
2 

. . ] 
0 0 yieiy2e2.... 

Here the y 
i 

represent guesses; and 

the = - yi represent not only 

a set of error terms in supervector g 
but also a set of residual ordinates 
to be included in the supervector h 
for the assurance of "closure "! The 

errors, ei , are actually known in 

this case. The observed yi do 

enter as such into h. The increments 
a" and b" are readily computable, 
together with the a' and b' corres- 
ponding to the guessing round, in a 
single pass. 

A more striking pattern may be 
obtained by a rearrangement of terms 
in the design supermatrix and in the 
two supervectors,as in Figure 1. 



1 

Notice that the leftmost expression is 
a "supermatrix of supermatrices," 
replicating the F required for classi- 
cal unweighted least squares. This 
form is of interest for the next 
example and for our brief remarks on 
multi- equation models. 

My second example shows the 
instant supermatrix setup for "step- 
wise" regression, a concept due to 
Goldberger and others [7], [8]. A 
linear relationship is estimated 
progressively for one set of error - 
affected y's from two or more sets of 
x's. The procedure is usually pre- 
sented for only two sets of x's but 
additional sets can be accommodated 
easily within the supermatrix frame- 
work. 

For two steps, the supermatrix 
system appears as in Figure 2. 

1 

Fig. 1 
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1 

Fig. 2 
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Here, the yi are observed ordinates 

and the ei are residuals -- the 

differences between the observed 
ordinates and the computed estimates 
derived from the first regression 
step. The second step involves, in 
effect, the regression of first 
residual ordinates on the xi, a second 

set of observations. Since the ei 

are na1 known in advance in this case 
(i.e., they result from computation, 
not from guessing), the solution of 
the supermatrix system cannot be 
accomplished in one pass. 

Multi- equation Models 

More ambitious applications of 
instant supermatrix design are sug- 
gested by a glance at texts exhibit- 
ing: the generalized least- squares 
method of Aitken, the three -stage 
approach to least- squares estimation 
of Zellner and Theil, and the dis- 
crete -time linear engineering formu- 
lations that accommodate "transitions" 
with "noise" from an initial state to 
subsequent ones [9], [7], [8]. In 
these instances, which involve the 
simultaneous estimation of All the 
parameters in a multi- equation model, 
the supermatrix setup is introducible 
in the last phases. The column of 
disturbances is absorbed into the 
supermatrix equation Fg = h. The 
elements of F and h would commonly 
have undergone substantial processing 
rather than represent raw data. 

The two examples discussed in 
the preceding section also suggest 
analogues in which multiple equations 
are treated simultaneously. In these 
analogues, the errors arising in the 
first round or step are not intro - 
ducible as data in successive ones. 

Another possible application of 
the supermatrix approach is to in- 
stances in which a full linear system 
is to be estimated from observations 
made on fragmentary linear "shards." 
All the yi may, for example, repre- 

sent intelligence quotients or per- 
formance scores of a given kind. 
Associated with 'a subset of the yi 

are ratings in one or more "predic- 
tive" tests; associated with other 
subsets of y (they may differ in 
number of elements) are ratings in 
still other tests or in various 
combinations of tests. A supermatrix 
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system can be designed immediately for 
the derivation of the single least - 
squares equation accommodating all 
of the data simultaneously. This 
equation may be useful in its own 
right or for comparison with the re- 
gression estimates corresponding to yi 

subsets. 

Finally, it appears feasible to 
estimate by supermatrix methods the 
unknowns of a multi -equation model 
that consists of (a) accounting 
identities presumed to be exact and 
(b) inexact regression relationships. 
The latter equations may, of course, 
include highly processed "observa- 
tions." They may express each of 
several endogenous variables in terms 
of exogenous variables, other endoge- 
nous variables, or both [10]. 
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POSTSCRIPT 

Since it is my nature to abhor a 
vacuum, I shall use some of the 
abundant space that remains on this 
page for a few additional remarks on 
sequential estimation. 

First, the example I used for 
stepwise regression was deliberately 
patterned on the example preceding it 
and hence may not at first resemble 
the illustrations usually given. The 
supermatrix approach is adaptable, 
of course, to instances in which the 
second set of observed independent 
variables does not, say, include a 
column of l's. 

I wish to point out also that the 
classical cases of least- squares 
adjustment may readily be restated to 
involve sequential procedures. 
Indeed, the example that starts with 
a guess suggests one of the many 
routes that might be taken toward en- 
largement of the standard design 
supermatrices without alteration of 
the final results. 

Another route is suggested by a 
theorem published by Jacobi in 1841 
(it is shown in Whittaker and 
Robinson, Calculus of Observations). 
This theorem, which may be trans- 
lated into supermatrix form at once, 
says that the unweighted least -squares 
straight line is equivalent to a 
certain weighted average of the nC2 

lines derivable from n given values of 
x and y. 
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Still another way is to introduce 
pairs of mathematically redundant unit 
submatrices into the design super - 
matrix for the unweighted case. These 
diagonal matrices are like "idlers" 
or "gears." The first pair would 
link the residuals to a set of 
Lagrangian coefficients; the second 
pair would link these coefficients to 
another set of multipliers; and so on. 

The weighted case is more in- 
teresting. Here, too, pairs of extra 
diagonal matrices may be inserted 
into the design supermatrix, one 
diagonal showing the weights and the 
other showing l's. If two or more 
tiers are introduced, the weights 
included in each may be raised to a 
fractional power; but the introduc- 
tion of tiers must cease when the sum 
of the fractional powers reaches 
unity. 

I conclude with the comment that 
an unweighted least- squares system may 
also be translated into a larger 
weighted one in which Q does 
represent the transpose of P. In this 
setup, a tier containing a compensa- 
tory matrix of pseudo -weights and a 
diagonal unit matrix is included in 
the design supermatrix. The matrix 
of pseudo -weights, however, is not 
diagonal and not unique, and it 
requires some computation. 



ASSESSING THE ACCURACY OF ESTIMATES: A PERSONALIST APPROACH 

Rex V. Brown, University of Michigan 

Introduction 

The orientation of this talk is strictly 
practical, in the sense that the ultimate bene- 
ficiary is intended to be the man of affairs, 
like a businessman, who may use the fruits of 
the statistician's labors, rather than the 
statistician himself. If the approach to be 
presented does not contribute to the technology 
of business administration and other applied 
arts, it has failed in its primary purpose. If 

it happens also to have some academic interest, 
so much the better. 

At a theoretical level, however, there is 
nothing very original in the approach. It does, 

however, appear to represent a novel attack, at 
an operational level, on a scandalously mis- 
handled problem in decision -oriented quantita- 
tive research of all kinds. This problem is a 

trite and universal one for anyone who has to 
make decisions in the face of uncertainty; and 
it is in two parts: 

1. How to assess uncertainty about 
relevant target variables (such 
as a market share), which I will 
call the problem of Target Assess- 
ment. 

2. How to evaluate ways of reducing 
this uncertainty, which I will 
call the problem of Research 
Design. 

Now, I am well aware, of course, that the 
literature abounds with procedures that appear 
to address these problems. In the face of 
sample findings, for example, such devices as 
Confidencé Intervals, Maximum Likelihood Esti- 
mates, and Tests of Significance, certainly 

to be saying something about Target Assess- 
ment. However, the trouble with classical in- 
ference tools such as these is that their out- 
put is not in a form that is of direct interest 
to a decision maker. He wants to answer the 
very personal question, "Where does target 
variable probably lie ? ", whereas a Confidence 
Interval, for example, is telling him how sur- 
prising the observed research results would be 
if variable, (not necessarily his target 
variable) had some hypothetical values. 

When he considers a possible Research 
Design he wants to answer the question, "What 
research can I do which will make me least 
uncertain ? ", rather than, "What research will 
produce the smallest sampling variance, from 
among those research designs for which a sam- 
pling variance can be objectively calculated ?" 
The weaknesses of classical inference for 
decision- oriented purposes are well known andl 
do not need to be covered in any detail here. 

When assessing his target variable, the 
decision maker surely wants to come up with a 
personal probability assissment, possibly in 
form shown in Figure 1. However, he may not 
care to represent his assessment as a complete 
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probability or credence distribution (as I pre- 
fer to call a personal probability distribution 
when it refers to an assessment conditional 
only to what the assessor actually knows). 
When choosing between research designs, he will 
also surely want to look ahead to the kind of 
probabilistic assessment he will make after the 
research. Presumably, he will opt for the de- 
sign which, in some sense, promises to produce 
a personal probability distribution with as 
little "spread" as possible. 

Personalist Inference 

What is commonly known as Bayesian infer- 
ence is, of course, designed to handle exactly 
this kind of problem and substantial develop- 
ment in the area has been achieved, notably by 
Savage, Raiffa, and Schleifer. However, not 
very much of this development has yet trickled 
down into real world usage. 

I have recently completed a brief survey 
of what use business is making of Bayesian de- 
cision theory. While I found plentiful and 
even dramatic usage of decision trees and other 
devices for analyzing decisions siven specified 
assessments of uncertainty about the relevant 

target variables, I found almost no use of the 

conventional Bayesian devices for determining 
those uncertainties. I am referring, of course, 
to prior -posterior analysis and its derivative 
preposterior analysis. At least, I was able to 
find very few instances where executives acted 
on the implications of such Bayesian analysis. 

Now, part of this lack of implementation 
is no doubt due to the quite natural time lag 
between a new technology being developed at a 
theoretical level, and its becoming operational. 
But part, I think, is because the technique it- 
self, as currently developed, is not always 
appropriate for use by non -technical decision 
makers or, as I will call them, executives. 

Both prior -posterior and preposterior 
analysis depend upon the use of Bayes' Theorem 
and require two critical inputs which the ex- 
ecutive has, if not necessarily to supply, at 
least to agree with. In the first place, a 
prior distribution must be assessed on the 
target variable and it may be exceedingly dif- 
ficult to make an uncontaminated prior assess- 
ment after research evidence has already been 
obtained. Commonly, this is the point in time 
at which a prior posterior analysis will be 
initiated. Secondly, a likelihood function 
must be assessed, specific to actual or poten- 
tial research findings, and it may be very 
difficult for a non -technical executive to 
grasp what it means, let alone contribute to 
its formulation. Except in those rare cases 
where the data generating process, conditional 
on the true value of the target variable, is 

uncontroveraially known (e.g., random sampling 
with perfect measurement), informed judgment 
needs to go into the construction of a Likeli- 
hood Function. The most appropriate judgment 



will often be in a head unable to express it in 
a Likelihood Function form. 

In addition to these difficulties of 
eliciting needed inputs, I have found that very 
few executives feel that they understand even 
the general idea of prior -posterior or pre - 
posterior inference. For this reason they are 
understandably hesitant to trust decisions that 
may involve millions of dollars to an analysis 
based on an arcane logic. 

Is there any way of avoiding these draw- 
backs? I think there is, and I would now like 
to propose an alternative which, while it is 
Bayesian, in the sense that it accepts personal 
inputs and its output is interpreted personally 
it does not depend on Bayes' Theorem. (I think 
it would be a very good convention if we could 
agree to use the word Bayesian" only for those 
types of personalist analysis which depend on 
Bayes'Theorem.) 

Credence Decomposition 

The alternative I am about to propose 
depends, not on Bayes' Theorem, but on the 
equally well known logic of the distribution 
of functions of random variables. I call it 

Credence Decomposition and, in the form I shall 
now present, it can be used both for problems 
of Target Assessment and Research Design. 

The essential steps are very simple and 
are as follows: 

1. The target variable is decomposed, 
by which I mean that it is expressed 
as a function of two or more com- 
ponents. A very simple example 
would be to express future sales 
of a product as sales per outlet 
times number of outlets. A slightly 
more elaborate decomposition (and 
decompositions can get elab- 
orate) would be to express future 
sales as the sum of multiplicative 
expressions of the above form for 
each of a number of market sectors. 

2. Each component thus defined is 

assessed probabilistically on what- 
ever evidence is available to the 
assessor. This could include field 
work, judgment or published statis- 
tics and the supporting reasoning 
could be any combination of intu- 
ition and statistical theory (in- 
cluding, possibly, prior -posterior 
analysis). 

3. A personal probability distribu- 
tion, e.g., in the form of Figure 1, 
is derived routinely by any of a 
number of standard statistical pro- 
cedures. Computer programs, formu- 
las and other supporting deviées 
have been developed to make this 
processing as painless as possible. 

At this level of generality, Credence 
Decomposition is a rather trivial (if un- 
exploited) tool. However, there is a variant 
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of Credence Decomposition which is less obvious 
and which seems to lend itself rather conve- 
niently to problems of target assessment and 
Research Design. I call this Error Decompo- 
sition. 

Error Decomposition 

In Error Decomposition, what is decom- 
posed is not the target variable of ultimate 
interest to the executive but the estimating 
error resulting from a specific piece of quan- 

titative research, e.g., a sample survey. 
There are at least two ways of formally 

defining estimating error. It can be defined 
as the difference between the target variable 
and some more or less arbitrary estimate cal- 
culated from the research findings. Alterna- 
tively, it can be the ratio of the target var- 
iable to such an estimate. Either formulation 
has advantages in different circumstances, and 
for illustrative purposes, I will discuss only 
the error ratio form. 

Let me take as a concrete example a 
parking survey situation that has been written 
up in some technical detail elsewhere.3 

The case setting is as follows: A British 
town, which I will call Camford, had a mail sur- 

vey done to assess the probable demand for 
parking space if meters were introduced. A 

list of ten thousand locally registered motor- 
ists was obtained and, of these, one thousand 
were randomly selected and sent a mail ques- 
tionnaire. Nine hundred returned the ques- 
tionnaires and of these ten percent or ninety 
indicated that, if meters were introduced, they 
would be parked in the downtown area at a given 
peak hour. 

The city engineer's target assement prob- 
lem is, what should he conclude personally about 
the actual demand for parking space if meters 
were introduced, expressed in a form like 
Figure 1? He also has a research design problem. 
If he conducts a new survey in another town, 
should he use the same budget on another mail 
survey or on a smaller personal survey. 

On the target assessment problem, the 
first thing the city engineer might do, using 
Credence Decomposition, would be to decompose 
the total spaces needed (if meters were intro- 
duced) as the product of: 

The fraction of local motorists 
needing space (t) 

TIMES 
Number of local motorists (n) 

TIMES 
Some adjustment factor to allow 
for spaces needed by out -of -town 
porkers (f) 

If probabilistic assessments can be made 
for each of these, a credence distribution on 
the target variable can be derived routinely. 
The number of local motorists (n) is known to 
be ten thousand, so no probabilistic assessment 
is needed of that component. The out -of -town 
adjustment component (f) can be assessed by 



direct intuition informally. This leaves the 
"local fraction," (t), which is the variable 
which the mail survey addresses. This is the 

assessment he might use error decomposition for. 

Figure 2 shows the essential steps the 

assessor might go through, viz.: to express 
total error ratio as a function of component 
ratios which reflect distinguishable (and as- 

sessable) sources of error. The nested rings 

at the top of the figure and the vertical lines 
indicate the various ways in which sources of 
error can creep in between the true value of . 

the target t, "local fraction," and the estimate 
a' (known to be ten percent). 

t /a' is then the total error ratio and the 
component error ratios are defined in the line 
in Figure 2 marked "Decomposition." It can be 
seen that three sources of error are distin- 
guishable: random error, nonresponse error, 
and reporting error. It can easily be verified 
that each of these will be one if there is no 
error of the type involved. The set of boxes 
on the right hand side of the bottom line of 
Figure 2 summarize, in the form of ninety -five 
percent credible intervals, probabilistic as- 
sessments that were made for each of the three 
component error ratios. 

The detail of these assessments and the 
logic behind them are described in the reference 
cited in Footnote 3. Suffice it to say here 
that the random error was based on prior -pos- 
terior analysis using a flat prior assumption, 
and the other two errors were assessed intu- 
itively. The resulting distribution of t /a' 
was approximated by means of a formula which 
exploits the fact that the relative variance of 
a product is approximately the sum of the rela- 
tive variances of the components. (Also dis- 
cussed more fully in the above reference.) It 

could also be computed more exactly by a com- 
puter program called DECOMP.4 

The credence distribution on t follows 
directly from the distribution on t /a' and, as 
a summary, its credible interval appears in the 
left hand box in Figure 2. 

The city engineer might thus conclude, 
if he accepts the input assessments, that he 
can be ninety-five percent sure that the local 
fraction, t, lies between six percent and 
twenty -one percent. Conjoined with the knowl- 
edge that there are ten thousand local motorists 
and an assessment of the "out-of -town adjust- 
ment" with a credible interval of 1 to 1.2, a 

credence curve on the real target variable, 
total spaces needed, was derived, which actually 
corresponds to Figure 1. His target assessment 
would therefore be that between three hundred 
and twenty -two hundred parking spaces will be 
needed if meters are introduced, with ninety - 
five percent personal probability. 

As for the research design problem, the 
city engineer would go through virtually the 
same procedure for each of the alternative re- 
search designs considered. If the cost is the 
same, he might reasonably choose which ever 
strategy produces the smallest span for the 
credible interval on the total error ratio. 
(Alternative research design criteria can be 
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selected, such as prior expectation of posterior 

variance, but they seem to produce almost iden- 

tical rankings.) 

Conclusion 

There has only been time this afternoon 
to rather briefly sketch the class of algo- 
rithms which I call Credence Decomposition. 
A fuller technical discussion appears in the 
article referenced in Footnote 3. A general 
handbook on the technique and its applications 
is in process of publication.5 

The general Credence Decomposition tech- 
nique and the Error Decomposition variant of 
it seems to work reasonably well in the Mar- 
keting Research area in which I am most famil- 
iar. At the present time, it certainly seems 
to suffer from very little competition as far 

as practical tools for research appraisal are 

concerned. 
Other researchers, notably Professor 

Charles Mayer of York University, are working 
on the critical problem of how to make reason- 
able, empirically based component assessments 
which are required by this technique or others 
with the same objectives.6 I would certainly 
appreciate hearing from anyone else who may be 

working in this area. 

FOOTNOTES 

1 

See J. W. Pratt, H. Raiffa, and 
R. Schleifer, "Introduction to Statistical 
Decision Theory," McGraw Hill, 1965, Chapter 
20. 

2 

Thus a sampling distribution conditional 
on some hypothetical value of a population 
parameter would not be a credence distribution 
though it might well be a personal probability 
distribution. 

3 

See Rex V. Brown, "The Evaluation of 
Total Survey Error," The Statistician, Volume 
17, No. 4, 1967, (copies of this paper are 
available from the author). 

4 

Further information about this program 
can be obtained from the author. 

5 

Rex V. Brown, "Research and the Credi- 
bility of Estimates," Harvard University, 
Graduate School of Business Administration, 
Division of Research, Boston, 1969. 

6 

Charles S. Mayer, "Assessing the 
Accuracy of Marketing Research," to be pub- 
lished. 
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INCOME NONRESPONSES IN THE CURRENT POPULATION SURVEY 

Mitsuo Ono and Herman P. Miller 
U.S. Bureau of the Census 

Introduction 

Since 1947, the Bureau of the Census has 

collected annual income information in the March 
supplement to the Current Population Survey (CPS). 

As in all household sample surveys which rely on 
voluntary cooperation of sample units to partici- 

pate in the survey, one of the more persistent 
problems encountered in the March CPS has been 
the need to minimize the bias resulting from non- 
interviews and nonresponses to income questions.1/ 
Noninterviews represent failures either to contact 

designated sample units or to secure their coop- 

eration when contacted. Nonresponses refer to 

partial or complete failures to secure information 

on questionnaires from respondents. Income 

information is obtained by interviewers asking 
eight different questions for each person 14 years 

old and over living in the sample unit and failure 

to obtain information on any one of these eight 
questions for a person makes him a nonrespondent./ 
It is also noted that a nonresponse does not 

necessarily mean that the entry should have been 
either a positive or negative amount. Many of 
the nonresponses can be "none's." The bias from 

missing income information in these surveys 
results from the fact that nonrespondents usually 
have different economic and social characteristics 

than respondents. Nonrespondents tend to have 

higher incomes, are classified in higher skilled 

occupations, and work at full-time jobs. Although 

many devices are used in the CPS to reduce income 
nonresponses, missing income information in the 
CPS continues to be an important problem. As 

table A -1 shows, the percent of families in which 
there were one or more income items not reported 
(NA) for any family member 14 years old and over 

has increased from 11 percent for survey year 1960 

to about 19 percent for survey year 1969. When 
the noninterview rate of about 5 percent is added 

to this family income nonresponse rate, it is 
estimated that currently complete income informa- 

tion is not obtained for about one -fourth of all 
families covered in the CPS. 

This paper covers various aspects of the 

income nonresponse problem in the CPS. It out- 

lines procedures used to impute missing income 

information in the CPS, shows characteristics of 
persons associated with relatively high income 
nonresponse rates, examines the overall impact of 

allocation procedures on income data, and outlines 
changes in the income collection procedures in 
the March 1969 CPS. 

Treatment of Income Nonresponses in the CPS 

Income nonresponses can be treated in three 
ways. The first method involves publishing in 
detail only reported income information and 

*Statistical assistance by Messrs. Emmett Spiers 
and Joseph Knott, Population Division, and 
Dr. Richard Hornseth, Systems Division, is grate- 
fully acknowledged. 
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showing the "not reported" information as a single 
line. The second method is to publish data in 
which fully reported data were inflated to control 
totals. This procedure assumes that characteris- 
tics of respondents and nonrespondents are alike. 
The third method involves imputing income values 
for missing information based on data obtained 
from persons with similar social and economic 
characteristics who reported completely their 
income information. 

Before the 1962 CPS, the publication of 
income data showed only units which reported 
fully on income. The one exception to this gen- 
eral rule was that if a person had a combined 
income of $10,000 or more from all sources 
reported, missing income entries were treated as 
zeroes. Beginning with the 1962 CPS, missing 
income data were "allocated" in such a way that 
when a person did not answer one or more of the 
income items, all of his income data were replaced 
by information obtained from a person with similar 
economic and demographic characteristics, e.g., 
age, sex, color, occupation, work experience, etc. 
The income amounts for the last person with certain 
social and economic characteristics who provided 
complete information were stored in specific loca- 
tions in the computer. When a nonrespondent 
appeared, the income information for the last 
person with similar characteristics was substituted. 
Beginning with the March 1966 CPS, the "allocation" 
procedures were further improved. First, instead 
of assigning completely new income information for 
nonrespondents who had one or more missing income 
values, only that type of income which was not 
reported was allocated. However, the "imputation" 
procedure was still based on reported income 
values of persons with similar social and economic 
characteristics. Second, the "$10,000 and over" 
rule was eliminated so that missing income infor- 
mation for all nonrespondents was imputed, regard- 
less of income levels. Third, before the March 
1966 CPS, there was no regular procedure for 
allocating work experience to persons who were in 
the same rotation groups in both the February and 
March supplements but who could not be matched. 
The tables published in the P-60 reports relating 
to work experience, occupations, and industry of 
longest job were limited only to those persons who 
could be matched in the February and March Supple- 
ment CPS surveys. However, a special analysis 
showed that matched and nonmatched persons tend to 
have different characteristics. Thus, there were 
more nonmatched cases in nonfarm areas and among 
women or persons classified other than white. 
Consequently, an allocation procedure was initi- 
ated to assign nonmatches with work experience 
information from fully reported respondents with 
similar social and economic characteristics. 
Estimated values were used only when there was a 
nonmatch case within a given classification, but 
no respondent with similar social and economic 
characteristics. Fourth, the allocation matrix 
was expanded. An example of the revised procedure 
is shown in the following table. 



Persons' characteristics 
Wage 

or salary 
income 

Nonfarm self- 
employment 

income 

Farm self- 
employment 

income 

Income 
other than 
earnings 

Completely Reported Person 

White male, 25 to 34 years, worked 
52 weeks, self -employed professional None $8,000 None $100 

Not Reported Person 

White male, 25 to 34 years, worked 
52 weeks, self -employed professional None NA None None 

Allocated Person 

White male, 25 to 34 years, worked 
52 weeks, self-employed professional None $8,000 None None 

Thus, assume that a self -employed white male 
professional, age 25 to 34 years old and who 
worked 52 weeks reported that he had no income 
except that amount received from his professional 
work, but he did not report this information. 
Only this amount (only item missing) would then 
be allocated from a respondent with similar char- 
acteristics with the other items still remaining 
the same. 

As in past procedure, the "good" income 
values assigned to a nonrespondent are those 
stored for the last person with similar social 
and economic characteristics and who had been 
selected systematically in the order in which 
individual records were processed. However, when 
there was a nonresponse case and there was no 
respondent with similar social and economic char- 
acteristics, estimated initial values were used. 

Some Characteristics of Nonrespondents 

The income nonresponse rate is computed by 
dividing the number of nonrespondents (defined as 
units with one or more missing income entries) by 
the total number of units after allocation. 

Units in higher income intervals tend to have 
higher income nonresponse rates. Thus, for fami- 
lies in the 1969 CPS, the income nonresponse 
rates were 24 percent and 35 percent in the $15,000 
to $24,999 and $25,000 and over intervals, respec- 
tively. The income nonresponse rate was also 
relatively large in the $1 to $999 or loss income 
interval but this class contains only about 1.5 
percent of all families. (See tables B -1 and B -2.) 

Data for the survey year 1967 covering 1966 
income (the most current information available) 
show that overall, men had relatively higher 
income nonresponse rates than women. However, 
female unrelated individuals had higher income 
nonresponse rates than male unrelated individuals. 
White persons had higher income nonresponse rates 
than Negro persons and others. Persons who worked 
at full -time jobs tend to have higher income non- 
response rates than persons who worked at part - 
time jobs. Among men, persons classified as either 
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professional, technical and kindred workers (21 

percent) or managers, officials, proprietors 
excluding farm managers (28 percent) had relative- 
ly higher income nonresponse rates than others. 
The highest income nonresponse rates (42 percent 
and 34 percent) were associated with self -employed 
men in these two occupational categories. Among 
women, the highest income nonresponse rates were 
also related to the self -employed. (See table C.) 

Table D shows income nonresponse rates by 
types of income. For both men and women, the highest 
income nonresponse rates were related to "other 
income" types, e.g., Social Security, property 
income, public assistance, etc. 

Table E attempts to show the pattern of income 
nonresponses for household heads. The unweighted 
nonresponse data (obtained from a special sample 
tally of March 1968 CPS questionnaires) show that 
income nonresponses tend to fall predominantly in 
two categories: Across- the -board blanks (30 r- 
cent) and one missing source only (45 percent). 

also show that missing income information on 
property income (interest, dividends, and net 
rental income) was associated with approximately 
333 household heads or about 61 percent of the 548 
household heads who had at least one missing income 
item. 

Impact of Allocation Procedures 

Tables B-1 and B-2 show income distributions 
of respondent units (before allocation), non- 
respondent units, and the combination of respondent 
and nonrespondent units (after allocation) for the 
March 1969 and 1968 CPS. The median income of non - 
respondent families is about $840 higher than that 
of respondents and the net impact of the allocation 
procedures is to raise the median income for the 
entire distribution by about $140 (from $8,547 
before allocation to $8,689 after allocation). 

These tables do not provide any information 
on the number of families that had complete blanks 
on income information or on the amount of income 
that was allocated. Assume, for example, that a 
family reported wage and salary income of $12,000, 



but did not report interest and dividends and that 
$100 of interest and dividends was imputed. This 
family would then be tabulated as a nonresponse at 
the $10,000 to $14,999 income class despite the 
fact that nearly all of the income for that family 
was reported. Consequently, the sample nonresponse 
rate may not accurately reflect the impact of non - 
response on aggregate family income. A special 
analysis was made for one -fourth of the March 
1968 CPS sample (two out of eight sample rotation 
groups) in order to examine this problem. Data 
in table F show that about 18 percent of non- 
respondent families accounted for only 10 percent 
of aggregate income. Overall, the impact of non- 
response on the CPS income data is considerably 
less than the nonresponse rate suggests. The 
ratio of allocated aggregate income to total aggre- 
gate income can be called the allocated income 
share rate. The income nonrespondent rate and the 
allocated income share rate varied by different 
family income brackets. Thus, higher nonresponse 
rates were positively associated with larger family 
incomes (excluding families with no income which 
accounted for about a third of a percent of all 
families). This pattern was also found for the 
allocated income share rate. This rate increased 
from percent in the under $3,000 family income 
bracket to 13 percent in the $15,000 to $24,999 
family income bracket. However, although the 
nonresponse rate within the $25,000 and over bracket 
was relatively high (33 percent), the allocated 
income share rate was only about 9 percent. For 
families in the $15,000 to $24,999 income 
bracket, the nonresponse rate was 26 percent while 
the allocated income share rate was about 13 per- 
cent. These data suggest that large numbers of 
families at the higher income levels report their 
main source of income but omit relatively minor 
amounts received from interest, dividends, and 
similar sources. The data also imply that non- 
respondent families within the higher income 
brackets can be considered mostly "partial" non- 
respondents and not "complete" nonrespondents 
(all income items blank). 

Changes in Methods of Collection Income Data in 
the 1969 Current Population Survey 

For the March and April 1969 CPS Supplements, 
the Bureau of the Census introduced modifications 
in the collection of income data. A major change 
in the income collection method previously used in 
these CPS supplements was the extension of the 
interview period for the collection of income data 
in the six rotation groups in which income ques- 
tions are asked in March. Interviewing for labor 
force and income information is done during the 
calendar week including the 19th of the month. The 
rigid time schedule required for the publication of 
the labor force data requires that all schedules 
be returned to Washington early the following week. 
This early closeout presumably accounts for some 
part of the relatively high nonresponse rates be- 
cause many household respondents, who are often 
housewives, would not know about the income amount 
received by other family members, although they 
will know about the labor force status of other 
family members, e.g., who had worked or not during 

the preceding week, the kind of work they did, and 

the number of hours worked. A new followup form 
was designed to accommodate those household 
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respondents who need more time to obtain the re- 
quired income information. It is estimated that 
some member of approximately 4,400 households or 
9 percent of the total applicable households made 
use of these followup forms. 

In addition, several improvements were made 
in the March 1969 CPS. These include: (1) 

Modification of the design and content of the 
questionnaire to allow for more detailed question- 
ing of the income items; thus, boxes for gross 

receipts, business expense, and net income have 
been added to self -employment earnings questions 
to help the interviewer and respondent determine 
net income; (2) field office editing procedures 

were extended to a 100 - percent income edit of the 
CPS schedules; (3) training instructions were 
strengthened by including more detailed explana- 
tions and more examples; and (4) the interview 
group training session was shifted to March (from 
February). 

In addition to the above, a research program 
to determine better methods of collecting income 
data was instituted. This program was designed 
to answer the following questions: 

1. Does the collection of income data 
in April, rather than in March, result in more 
complete information? The income data collected 
after the taxfiling date in April are to be com- 
pared against data collected in other periods with 
respect to nonresponse rates and income levels. 
One rotation group consisting of about 6,000 
households was used for this purpose. 

2. Does the collection of income and 
work experience data within a single interview 
result in more accurate information? At present, 

information on work experience (e.g., whether 
worked or not last year, occupation and industry 
last year, etc.) is collected in February and April 
and the information on income received last year 
is collected in March and the records are Merged 
in the computer to generate data cross -classifying 
income received with work experience information 
for the preceding year. As might be expected 
there are many inconsistencies in reporting, e.g., 
some people reporting work experience in February 
but reporting no income in March, etc. These 
inconsistencies are currently adjusted by a fairly 
elaborate computer allocation procedure. If large 
improvements are obtained by collecting both items 
of information in a single interview, it may be 
possible that these computer matching inconsist- 
encies will not only be eliminated but the collec- 
tion of these complementary data would improve 
the quality of both data. This procedure, however, 
results in a much lengthier interview and the 
possibility of higher nonresponse rates in this or 
subsequent surveys. Thus, it is planned to analyze 
both benefits and cost of implementing these proce- 
dures. One rotation group was used to explore 
this specific problem. 

3. Does the advance notification to the 
respondent of the types of income questions to be 
asked result in more accurate information? For 
February, all of the households in one rotation 
group were sent a letter requesting cooperation 



and including income questions that were to be 

asked in March. It was hypothesized that the 

advance letter would elicit more cooperation from 

the respondent in reporting income data. 

Preliminary findings of 1969 CPS income non- 

response data show that despite the efforts to 
improve response, the income nonresponse rate 

increased by about 2 percentage points overall 
over the preceding year. Refusals to provide any 
income information appear to account for a large 
portion of the nonresponses. Also, a preliminary 
evaluation of the 1969 data suggests that aggre- 
gate income in the CPS relative to independently 
derived benchmark data increased about 2 percent- 
age points(from 85 to 87) over the preceding year. 
Most of the improvement appears to be in property 
income. These findings are still tentative in- 
asmuch as the preliminary data have only recently 
become available. A more intensive examination 
of the results of the experimental program is now 
underway. 
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FOOTNOTES 

1/ This document covers mainly topics on the 
income nonresponse problem. It is noted, however, 
that in the March 1969 CPS, no information was 
recorded for approximately 5 percent of the 50,000 
occupied households because no interviews could 
be obtained during the week in which the enumera- 
tion was conducted. 

In the March 1969 CPS, the eight income 
questions covered: Wage and salary; nonfarm self - 
employment income; farm self -employment income; 
Social Security or Railroad Retirement, dividends, 
interest, net rental income, or income from estates 
or trusts; public assistance or welfare payments; 
unemployment compensation, government employees 
pensions or veterans' payments; and private pen- 
sions, annuities, etc. 



Table A- 1.-- INCOME NONRESPCNSE RATES IN THE CPS (1948 -1969) FOR FAMILIES 

AND UNRELATED INDIVIDUALS, BY COLOR OF HEAD, 

FOR THE UNITED STATES 

Families Unrelated individuals 
Survey year 

Total White Negrhe Total White 

March 1969 CPS (1107) 19.0 19.2 17.4 14.5 14.8 11.9 
March 1968 CPS (1107) 17.2 17.3 16.2 12.6 13.1 9.9 
March 1967 CPS (1107) 21.9 22.3 18.0 15.5 16.3 10.1 

(1105) 19.0 19.5 15.1 17.2 17.6 14.4 
March 1966 CPS (1105) 14.8 15.0 12.8 15.4 15.5 14.7 
March 1965 CPS ( 1105) 14.0 14.2 12.7 13.9 14.0 13.5 
March 1964 CPS (1105) NA NA NA NA NA NA 
March 1963 CPS (1105) NA NA NA NA NA NA 
March 1962 CPS (1105) NA NA NA NA NA NA 
March 1961 CPS* 9.0 9.1 7.3 11.8 11.6 13.0 
March 1960 CPS* 10.5 10.4 10.8 12.5 12.3 13.8 
March 1959 CPS* 10.9 11.0 10.4 13.0 12.2 17.7 
March 1958 CPS* 11.2 11.4 8.6 12.0 12.2 10.7 
March 1948 CPS* 7.5 7.9 5.3 7.3 7.6 5.2 

* Prior to March 1962 CPS income nonresponses were not allocated. 
NA -Not available. 

Table A- 2.- -INCOME NONRESPONSE RATES IN THE CPS (1948 -1969) FOR PERSONS 
14 YEARS OLD AND OVER, BY COLOR AND SEX, 

FOR THE UNITED STATES 

Survey year 

Male Female 

Total White other Total White 
other 

March 1969 CPS (1107) 
March 1968 CPS (1107) 
March 1967 CPS (1107).. 

(1105) 
March 1966 CPS (1105) 
March 1965 CPS (1105) 
March 1964 CPS (1105 .. 

March 1963 CPS (1105) 
March 1962 CPS (1105) 
March 1961 CPS* 
March 1960 CPS* 
March 1959 CPS* 
March 1958 CPS* 
March 1948 CPS* 

15.0 
12.7 
16.2 
15.2 
NA 

10.9 
10.5 
9.1 
8.9 

7.7 
9.0 

9.3 
9.2 
6.7 

15.2 
12.9 
16.6 
15.6 
NA 
NA 
NA 
NA 
NA 
7.8 
8.9 

9.2 
9.5 
NA 

13.3 
11.4 
12.6 
11.3 
NA 
NA 
NA 
NA 
NA 
6.9 
9.6 

9.4 
7.2 
NA 

12.2 

9.7 
11.9 

9.3 
NA 
6.9 

. 6.6 
5.6 
5.3 

4.4 
5.0 

5.0 
4.9 
3.8 

12.4 

9.7. 
12.2 

9.5 
NA 
NA 
NA 
NA 
NA 
4.6 
5.0 
5.0 
5.0 
NA 

10.3 

9.4 
9.6 

7.3 
NA 
NA 
NA 
NA 
NA 
2.9 
5.3 
5.0 
4.1 
NA 

* Prior to March 1962 CPS income nonresponses were not allocated. 
NA -Not available. 
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Table B- l.-- FAMILIES AND UNRELATED INDIVIDUALS BY TOTAL MONEY INCOME IN 1968 AND 1967, BEFORE AFTER ALLOCATION OF INCOME 
NONRESPONDENTS, FOR THE UNITED STATES 

Total money income 

Families Unrelated Individuals 

March 1969 CPS March 1968 CPS March 1969 CPS March 1968 CPS 

After 
allo- 
cation 

Before 
allo- 

cation 

Non- 
re- 

spond- 
ents 

NA 
rate 

After 
allo- 
cation 

Before 
allo- 

cation 

Non- 
re - 

spond- 
ents 

NA 
rate 

After 
allo- 
cation 

Before 
allo- 

cation 

Non- 
re - 

spond- 
ents 

NA 
rate 

After 
allo- 
cation 

Before 
allo- 
cation 

Non- 
re - 
spond- 
ents 

NA 
rate 

Number...thousands 50,510 40,921 9,589 19.0 49,834 41,279 8,555 17.2 13,803 11,808 1,995 14.5 13,114 11,458 1,656 12.6 

Percent 100.0 100.0 100.0 (x) 100.0 100.0 100.0 (x) 100.0 100.0 100.0 (x) 100.0 100.0 100.0 (x) 

None 0.3 0.3 0.2 15.9 0.4 0.3 0.6 29.2 2.5 2.5 2.3 13.3 3.1 2.9 5.0 20.2 
$1 to $999 or loss 1.5 1.4 1.9 23.4 1.7 1.7 1.8 18.0 12.4 12.2 13.3 15.6 16.4 16.1 18.7 14.4 
$1,000 to $1,999 3.4 3.6 2.8 15.7 4.4 4.4 4.4 17.3 24.5 24.4 14.5 24.8 24.7 25.5 13.0 
$2,000 to $2,999 5.1 4.3 16.0 6.0 6.2 4.9 14.0 12.8 12.6 6 15.3 12.7 12.9 11.4 11.3 
$3,000 to $3,999 6.1 6.2 5.5 17.1 6.3 6.5 5.6 15.3 10.9 11.0 10.6 14.0 9.7 9.7 10.1 13.1 
$4,000 to $4,999 6.0 6.1 5.7 17.8 6.5 6.7 5.5 14.6 8.0 8.4 15.2 7.6 7.6 7.8 13.0 
$5,000 to $5,999 6.9 7.0 6.2 17.2 7.8 8.0 6.8 15.0 6.7 6.9 5.3 11.5 7.1 7.2 6.0 10.6 
$6,000 to $6,999 7.6 7.7 6.8 17.1 8.3 8.5 7.2 14.9 5.3 5.6 3.5 9.6 5.5 5.7 4.3 9.9 
$7,000 to $9,999 23.4 23.9 20.9 17.0 24.2 24.8 21.4 15.2 10.2 10.2 10.0 14.1 8.0 8.3 6.0 9.6 
$10,000 to $14,999 25.0 24.9 25.4 19.3 22.4 22.2 23.4 17.9 5.0 4.9 5.7 16.5 3.4 3.5 3.1 11.6 
$15,000 to $24,999 12.1 11.4 15.4 24.1 9.6 8.7 13.9 25.0 1.3 1.2 2.1 23.2 1.2 1.2 1.6 16.2 
$25,000 and over 2.6 2.1 4.9 35.2 2.4 2.0 4.4 30.9 0.4 0.4 0.6 18.7 0.5 0.5 0.5 13.9 

Median income $8,547 $9,383 (x) $8,067 $7,928 $8,842 (x) $2,838 $2,860 $2,720 (x) $2,450 $2,499 $2,070 (x) 

x - Not applicable 



Table B- 2.-- FERSONS 14 YEARS OLD AND OVER BY TOTAL MONEY INCOME IN 1968 AND 1967, BEFORE AND AFTER ALLOCATION OF INCOME 
NONRESPONDENTS, BY SEX, FOR THE UNITED STATES 

Total money income 

Male Female 

March 1969 CPS March 1968 CPS March 1969 CPS March 1968 CPS 

After 
allö- 
cation 

Before 
allo- 
cation 

Non- 
re- 

spond- 
ents 

rate 

After 
allo- 
cation 

Before 
allo- 
cation 

Non- 
re- 

spond- 
ents 

rate 

After 
allo- 
catión 

Before 
allo- 

cation 

Non- 
re- 

sporid- 

ents 
rate 

After 
allo- 
cation 

Before 
allo- 
cation 

Non- 
re- 

spond - 
ents 

NA 
rate 

Number of persons..thousands 67,611 57,460 10,151 15.0 66,519 58,042 8,477 12.7 74,889 65,786 9,103 12.2 73,584 66,440 7,144 9.7 

Total 100.0 100.0 100.0 (x) 100.0 100..0 100.0 (x) 100.0 100.0 100.0 (x) 100.0 100.0 100.0 (x) 

income 92.4 91.8 95.9 15.6 92.4 91.9 95.8 13.2 64.8- 62.9 79.0 14.8 63.8 62.0 80.2 12.2 
Without income 7.6 8.2 4.1 8.1 7.6 8.1 4.2 7.0 35.2 37.1 21.0 7.3, 36.2 38.0 19.8 5.3 

Total with income 100.0 100.0 100.0 (x) 100.0 (x) 100.0 100.0 100.0 (x) 100.0 100.0 100.0 (x) 

$1 to $999 or loss 11.5 11.7 10.3 14.0 12.3 12.6 10.2 30.8 31.6 26.1 12.6 33.9 34.6 28.9 10.4 
$1,000 to $1,999 8.8 8.9 8.6 15.1 9.5 10..0 18.9 18.8 19.3 15.1 18.7 18.5 20.1 13.2 
$2,000 to $2,999 7.3 7.3 7.4 15.8 7.8 7.9 7.3 12.3 12.1 11.9 13.2 16.1 12.4 12.4 12.0 11.8 

$3,000 to $3,999.........., 7.2 7.2 7.2 15.6 7.6 7.5 8.3 14.4 12.0 12.0 12.6 15.5 11.7 11.4 14.1 14.7 
$4,000 to $4,999 7.1 7.0 7.3 16.0 7.6 7.6 7.3 12.8 8.7 8.7 8.9 15.1 8.2 8.2 7.9 11.7 

$5,000 to $5,999 8.2. 8.2 8.2 15.5 9.1 9.2 8.5 12.3 6.4 6.4 6.4 14.9 6.0 6.0 6.4 12.9 
$6,000 to $6,999 8.6 8.7 8.2 14.7 9.5 9.5 9.1 12.7 4.4 4.4 4.6 15.5 3.8 3.7 3.9 12.6 
$7,000 to $9,999 21.6 21.9 19.4 14.0 20.4 20.8 17.8 11.6 4.9 4.7 6.3 18.9 3.6 3.5 4.1 14.2 
10,000 to $14,999 13.7 13.5 14.6 16.6 10.8 12.5 15.0 1.4 1.3 1.9 20.7 1.0 0.9 1.7 20.9 
15,000 to $24,999 4.5 4.2 6.2 21.3 3.9 3.5 6.4 21.5 0.3 0.2 0.5 27.5 0.6 0.6 0.7 14.8 
25,000 and over 1.5 1.2 2.6 28.1 1.3 1.1 2.6 26.2 0.1 0.1 0.2 33.6 0.2 0.2 0.2 11.3 

income $5,955 $6,121 (x) $5,572 $5,538 $5,814 (x) $2,023 $1,976 $2,345 (x) $1,859 $1,831 $2,078 (x) 

X - Not applicable 



Table C. NUMBER OF PERSONS, RATE ON IMOME, AND MEDIAN IN 1966 OF PERSONS 
14 YEARS OLD AND OVER, BY SEXE 

(Numbers of persona as of March 1967) 

Selected characteristics 

Male Female 

Total 
(thousands) 

Non - 
response 
rate 

MedianV Total 
(thousands) 

Non - 
response 

rate 

Total.., 65,335 15.2 $5,306 72,224 9.3 

COLOR 

White 58,501 15.6 $5,592 64,310 9.5 
Negro and other 6,834 11.3 3,097 7,914 7.3 

RELATIONSHIP TO FAMILY HEAD 

In families 60,772 15.4 $5,440 64,419 8.1 
Head 43,750 16.3 6,348 5,172 13.1 
Married wife present 42,553 16.3 6,389 (X) (X) 
Other marital status 

Wife of head 
18.0 
(X) 

4X346 5,172 

42,553 
13.1 
6.9 

Other relative of head 17,022 12.3 1,178 16,694 9.9 
Unrelated individuals 4,563 14.8 3,447 7,805 18.3 

WORK EXPERIENCE2/ 

Worked in 1966 53,016 15.9 $5,903 35,295 10.8 
Worked at full -time jobs 45,769 16.2 6,389 24,107 11.7 

50 to 52 weeks 35,677 16.5 6,955 13,753 12.9 

49 weeks or less 10,092 15.0 3,370 10,354 10.1 
Worked at part -time jobs 7,247 14.4 1,025 11,188 9.0 

50 to 52 weeks 2,581 16.1 1,680 3,490 10.4 
59 weeks or less 4,666 13.5 796 7,698 8.3 

Did not work in 1966 11,317 11.9 1,590 36,929 7.8 

OCCUPATION EMPLOYMENT STATUS 

Employed civilians 46,934 16.3 $6,287 26,620 12.0 
Professional, technical, and 
kindred workers 6,190 20.9 3,760 13.6 
Self -employed,/ 713 42.2 13,346 184 28.0 
Salaried 5,477 18.1 8,542 3,576 12.9 

Farmers and farm managers 1,791 14.6 3,459 75 16.9 
Managers, officials, proprie- 
tors excluding farm 6,187 27.9 8,677 1,108 19.í 
Self -employe 1,799 34.1 6,711 25.5 
Salaried 4,388 25.3 9,384 769 16.2 

Clerical and kindred workers. 3,391 16.7 6,069 8,671 12.9 
Sales workers 2,825 19.2 6,537 1,860 13.4 
Craftsmen, foremen, and kin- 
dred workers 9,305 13.3 6,911 271 10.7 
Operatives and kindred workers 
Private household workers 

9,535 
60 

11.5 5 4,128 
2,114 

9.,7 
8.7 

Service workers excluding 
private household 3,445 14.1 4,134 4,189 10.5 
Farm laborers and foremen}/ 1,075 5.7 1,734 355 7.1 
Laborers, excluding farm and 
mine 3,130 12.0 3,520 89 13.7 

Unemployed 1,685 10.4 2,747 1,335 5.9 
Not in labor force or in Armed 
Forces 16,716 12.5 1,526 44,269 7.8 

MedianV 

$1,638 

$1,715 
1,305 

$1,549 
2,X364 

2,3 

862 
1,921 

2,364 
3,160 
4,026 
1,614 

827 

1,504 
592 
916 

$2,948 

2,406 

4,9944 

3,924 
2,163 

4,431 
3,632 

2,155 

3,485 
2,986 
738 

1,880 
605 

2,705 
1,455 

865 

Based upon 1105 computer allocation procedures. 

/ Median based on number of persons with income. 
Based on February -,April 1967 surveys; excludes members of 

subtotals for work experience does not add to "Total" on first 1 
Forces living off post or on past with their families. 

1/ Includes a small number of unpaid family workers. 

(X) Not applicable. (B) Base less than 75,000. 
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Table D- 1.- 14 YEARS OLD AND OVER BY TYPE OF INCOME IN 1968 AND 1967 AND PERCENT 
ALLOCATED, FOR THE UNITED STATES 

(Income information for 1967 and 1968 was collected in the March 1968 and 1969 CPS 
surveys, respectively) 

Income of specified type 
March 1969 CPS March 1 68 CPS 

Total 
thousands 

Percent 
allocated 

Total 
thousands 

Percent 
allocated 

TOTAL MONEY INCOME 

Total 67,611 15.0 66,519 12.7 
Without income 5,110 8.1 5,066 7.0 
With income 62,501 15.6 61,454 13.2 

WAGE OR SALARY INCOME 

Total 67,611 9.7 66,519 7.4 
Without income 17,374 4.0 17,210 2.4 
With income 50,237 11.7 49,309 9.2 

NONFARM SELF-EMPLOYMENT 
INCOME 

Total 67,611 7.0 66,519 4.7 
Without income 62,078 5.8 61,238 3.6 
With income 5,533 20.5 5,281 17.5 

FARM SELF-EMPLOYMENT INCOME 

Total 67,611 6.4 66,519 3.9 
Without income 64,459 6.3 63,391 3.7 
With income 3,152 9.4 3,128 8.7 

INCOME OTHER THAN EARNINGS 

Total 67,611 11.4 66,519 8.7 
Without income 38,338 8.3 41,243 7.4 
With income 29,274 15.5 25,276 10.7 
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Table D-2.--FEMALES 14 YEARS OLD AND OVER BY OF INCOME IN 1968 AND 1967 AND PERCENT 
ALLOCATED, FOR THE UNITED STATES 

(Income information for 1967 and 1968 was collected in the March 1968 and 1969 CPS 
surveys, respectively) 

Income of specified type 

March 1969 CPS March 19 CPS 

Total 
thousands 

Percent 
allocated 

Total 
thousands 

Percent 
allocated 

TOTAL MONEY INCA 

Total 74,889 12.2 73,584 9.7 
Without income 26,345 7.3 26,657 5.3 
With income 48,544 14.8 46,927 12.2 

WAGE OR SALARY INCOME 

Total 74,889 6.4 73,584 4.9 
Without income 39,953 1.4 39,751 0.4 
With income 34,936 12.2 33,833 10.2 

NONFARM SELF-EMPLOYMENT 
INCOME 

Total 74,889 4.1 73,584 2.4 
Without income 73,054 3.6 71,802 2.0 
With income 1,835 24.6 1,783 20.4 

FARM SELF - EMPLOYMENT INCOME 

Total 74,889 3.9 73,584 2.1 
Without income 74,503 3.8 73,133 2.0 
With income 386 16.3 451 11.3 

INCOME OTHER THAN EARNINGS 

Total 74,889 9.2 73,584 6.3 
Without income 54,305 7.1 54,497 5.2 
With income 20,584 14.5 19,087 9.4 
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Table F..-- WITH ONE OR MORE INCOME ALLOCATIONS, TOTAL AND ALLOCATED AGGREGATE 

FAMILY INCOME IN 1967 

(Weighted count) 

Total family income 
All 

(thousands ) 

(1) 

Families 
with one 
or more 

T ocation 
ands 

Col. 2 

Aggregate family income 
Col. (5) 

Col. 
Percent 

(6) 

Col. (6) 

Total 
income 

(thousands) 

(4) 

Allocated 
income 

(thousands) 

(5) 

Col. 
Percent 

(7) 

Col. 

Percent 

Total 49,834 8,852 17.8 450,232,537 45,240,948 10.0 56.2 

None 173 49 28.3 -- -- -- -- 
$1 - $2,999 or loss 5,970 950 15.9 10,734,060 879,700 8.2 51.6 
$3,000 - $6,999 14,381 2,218 15.4 72,609,669 6,492,086 8.9 57.8 
$7,000 - $9,999 12,067 1,884 15.6 100,421,574 8,911,320 8.9 57.1 
$10,000 - $14,999 11,196 2,086 18.6 133,389,144 73,438,012 10.1 54.3 
$15,000 - $24,999 4,818 1,260 26:2 87,393,702 11,268,180 12.9 49.2 
$25,000 and over 1,229 403 32.8 45,684,388 4,251,650 9.3 28.4 

Eight rotation groups - 1967 income data. 
Mean allocated family income per interval for rotation groups 1 and 2 multiplied by column (2). 



COMPUTER METHOD TO PROCESS MISSING INCOME 
INFORMATION IN THE CURRENT POPULATION SURVEY 

Emmett F. Spiers and Joseph J. Knott* 
U.S. Bureau of the Census 

Introduction 

Missing information in interviews, a common 
problem found in all sample surveys which depend 
on public cooperation, can be handled 
in three ways. One method is to show in detail 
reported income information only and allow the 
user to make all adjustments necessary to take 

account of missing data. The second method is 

to inflate respondents' data to control totals 

assuming that the characteristics of respondents 
and nonrespondents are alike. The third method 
is to impute missing data for nonrespondents 
based on information obtained from respondents 
with social and economic characteristics similar 
to those of nonrespondents. 

Starting with the March 1962 Current Popu- 
lation Survey (covering 1961 income), when a re- 
spondent does not answer one or more of the 
income items in the CPS, an imputed amount is 
given to the nonrespondent based on the income 
information reported by a respondent with simi- 
lar demographic and economic characteristics, 
such as age, sex, family status, color, number of 
weeks worked, earnings, and major occupational 
group. The income amount(s) assigned to a non- 
respondent are the income amount(s) stored from 
the last respondent who otherwise had the same 
characteristics. 

The March CPS Supplement includes eight 
questions on a person's income during the pre- 
ceding calendar In the February and 
April CPS supplements, questions are asked on a 
person's work experience (number of weeks worked 
last year, class of worker, occupation and in- 
dustry of longest job, etc.) in the preceding 
year.2/ 

Information collected in the Februar4 March, 
and April CPS supplements provides the basis for 
a number of Census Bureau publications. The wide 
interest in and use of data covering income and 
work experience makes the problem of income and 
work experience nonresponses of particular 
interest. 

This paper, divided into two parts, outlines 
the computer methodology involved in this alloca- 
tion procedure. The first part of the paper de- 
scribes in summary fashion the computerized 
" allocation" procedure used to impute missing 
income and work experience information using the 
UNIVAC 1107 computer. The second part is a set 
of flow charts describing the logical flow used 
in imputing missing income information. 

Allocation Procedures 

A discussion of the field collection and 
editing procedures is beyond the scope of this 

paper, but it is noted that limited editing of 
the data is done in the field before the informa- 
tion on the questionnaires is converted to mag- 
netic tapes for computer processing. After 
initial computer editing and format conversion, 
the February -April work experience data are added 
to the March income record for further joint 
processing. The matching of the work experience 
data with the income data is done on the basis of 
unique household and person numbers. If a Febru- 
ary or April record corresponding to the March 
record is not found the work experience data are 
allocated based on the March data including age, 
sex, earnings, and family relationship. It should 
be noted that all March data excepting income have 
been edited and any necessary allocations have 
been made. 

The actual processing of missing income and 
work experience data may be thought of as five 
separate steps or functions: (1) Work experience 
allocation; (2) earnings -work experience consist- 
ency edit; (3) earnings allocation; (4) postearn- 
ings allocation edit; and (5) "other income" 
allocation. Each of these steps or functions is 
discussed below in some detail. 

(1) Work Experience Allocation Procedures 

(Chart A) 

Work experience data are allocated in two 
situations: 

1. When there is a March record and no corre- 
sponding February or April record can be found 

2. Work experience information had been allo- 

cated before the match occurred in a procedure not 

using earnings data. In order to have all missing 

work experience data allocated using the same pro- 

cedure, the matched work experience data, with cer- 

tain items previously allocated, are rejected and 

reallocated in this procedure using earnings data. 

(2) Earnings -Work Experience sistencv 
Edit {Chart B) 

A primary purpose of the earnings work experié- 
ence consistency edit is to eliminate illogical 
combinations of class of worker and type of income. 
For example, an employee who worked for a private 
company last year should have had some wage or 
salary income. Therefore, a person who worked mare 
than 13 weeks last year (the smallest available 
interval) is edited in one of two ways if he re- 
ports no earnings in the earnings type consistent 
with his class -of- worker status./ In the first 
way an inconsistent earnings type is exchanged with 
the "none" in the consistent earnings type. In the 
second -way the consistent earnings type is made 

so that the person will go through the earn- 
ings allocation procedure. The effect of these 

* Comments by members of the Consumer Income Statistics Branch and Dr. Murray S. Weitzman, Assistant 

Division Chief, Economic Statistics Programs, Population Division, are gratefully acknowledged. 
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procedures is to force a person to have an earn- 
ings amount consistent with his class-of-worker 
status. 

Secondly, this edit is used to check a per- 
son's response to the number-of- weeks- worked -last- 
year question against his earnings data to see if 
the two are consistent. If a respondent reported 
he did not work last year, logically he should 
have had no earnings. In the present method a 
respondent must have less than $300 in earnings 
if he reports he did not work last year. If a 
respondent reports he did not work last year but 
also reports $300 or more in earnings, his work 
experience and earnings are inconsistent and 
either his earnings or work experience should be 
changed. The earnings data are assumed to be 
"correct" at this stage of processing and the work 
experience data are rejected and allocated from 
the last respondent with similar characteristicsa/ 

Thirdly, the income work experience edit 
identifies and treats persons who have no work 
experience data and also have incomplete earnings 
data (three "NA's" or a combination of "NA's" and 
"Nones The allocation procedure is designed 
to use known information to allocate missing or 
unknown information. Very little economic infor- 
mation is available for a person whose work ex- 
perience information is missing or unusable and 
whose earnings data are missing or incomplete. 
These cases are assigned a temporary earnings 
amount or "none" in the first earnings type which 
is NA. Wages or salaries earnings are checked 
first, nonfarm self -employed earnings next, and 
then farm self -employed earnings. Fortunately, 
this combination of missing earnings and work ex- 
perience data does not occur frequently. 

(3) Earnings Allocation Procedure (Chart C) 

Missing earnings data are allocated from the 
reported earnings data of the last person with 
similar socioeconomic characteristics. The socio- 
economic characteristics used in the earnings 
allocation procedure are: 

(a) Number of weeks worked last year;J 
(b) occupation of longest job last year; 
(c) family relationship; 
(d) sex; 

(e) age; 
(f) color (white or nonwhite); and 
(g) class of worker.W 

These six characteristics are combined in various 
ways to divide the records into 226 mutually ex- 
clusive classes. Each time a person answering all 
three earnings items is encountered, his three 
earnings items are stored temporarily in the 
appropriate class until another fully reported 
person having the same characteristics is encoun- 
tered. When the next fully reported person be- 
longing to the same class is encountered, his 
earnings data are stored replacing the previously 
stored data. This process continues throughout 
the processing. If at any time a person having 
any missing earnings data is encountered, he is 
assigned the earnings value(s) of the last person 
stored in his class. 
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The division of the records into these 226 
classes is done with two objectives in mind. 
First, each class should be fairly homogeneous, 
i.e., the variables used in stratifying persons 
should be correlated with earnings. Second, the 
number of persons passing through each cell should 
be large enough to avoid having many persons' 
earnings allocated from the same fully reported 
person. The danger is that an atypical fully re- 
ported person could bias the allocated group if 
more than a few NA's are allocated using the 
fully reported person's atypical earnings data. 

(4) Post Earnings Allocation Consistency 
Edit (Chart D) 

The purpose of the post earnings allocation 
consistency edit is very much like the earnings - 
work experience consistency edit. However, only 
persons who were allocated one or more types of 
earnings are affected by this edit (an allocation 
may be either a dollar amount or a None). 

Inconsistencies are caused by not controlling 
on class of worker uniformly throughout the allo- 
cation matrix. For example, if the last fully 
reported person in a class is a wage and salary 
worker, a self- employed worker with an NA in non- 
farm self -employed earnings is likely to be allo- 
cated a None in nonfarm self -employed earning. 

(5) Other Income Allocation Procedure 
(Chart E) 

NA's in the five types of "other income" are 
treated by a separate allocation procedure es- 
sentially similar to the earnings allocation pro- 
cedure. Earnings is used as a characteristic in 
the other income allocation matrix since it is 
considered to be correlated with other income 
types. For example, a person with high earnings 
is more likely to have dividend income and 
public assistance than a person with low earnings. 
Other characteristics covered are: Family rela- 
tionship, sex, worker- nonworker status, age, and 
color (white or nonwhite). These five character- 
istics are grouped to form 286 mutually exclusive 
classes. Like the earnings allocation procedure, 
the five other income items of the last fully re- 
ported person are stored in his appropriate allo- 
cation matrix cell. 

Unlike earnings nonresponses, other income 
nonresponses are divided into two types. The 
first type occurs when a person being interviewed 
fails to indicate not only the amount of a speci- 
fied type of other income but also fails to indi- 
cate whether he received that type. The second 
type occurs when a person indicates that he re- 
ceived a particular type of other income but fails 
to report the amount. To accommodate these two 
types of other income nonresponses, two distinct 
allocation matrices of equal size were developed, 
designated as matrix A and B, respectively. In 
matrix A, each type of other income is stored, 
either dollar values or "nones." On the other 
hand only dollar values are stored in matrix B. 
Therefore, when a nonrespondent indicates that he 
had received a specified source of other income 
but does not report the amount, he is allocated 



from matrix B, containing only dollar values. 
If, on the other hand a person refused to give 
any information (whether received or not and the 
amount) on a particular type of other income, 
that type is allocated from matrix A. 

Footnotes 

1/ In the March 1969 CPS the eight sources 
were: Earnings --(1) Money wages or salary; (2) 

net income from nonfarm self -employment; (3) net 
income from farm self -employment; Other income- - 
(4) Social Security; (5) dividends, interest (on 
savings or bonds), income from estates or trusts 
or net rental income; (6) public assistance or 
welfare paymente; (7) unemployment compensation, 
government employee pensions, or veterans' pay- 
ments; (8) private pensions, annuities, alimony, 
regular contributions from persons not living in 
this household, royalties, and other periodic 
income. 

Because of the CPS sample design it is 
necessary to ask the work experience questions 
for one -quarter of the sample in the April CPS 

sample in order to have work experience data for 
all the households in the March CPS survey. 

The basic assumption in this edit is that 

a person who reports he worked more than 13 weeks 

last year should have some earnings of the type 
consistent with his class -or- worker status. Em- 

ployees of incorporated private companies or 

governmental unit must have a dollar value in 
wages or salaries to have his type of earnings 
and class of worker consistent. Self -employed 
farmers must have a dollar value in farm self - 
employment earnings to be consistent. 

"NA" means the information was not re- 
ported during the interview or was not available 
for some reason. 

/ The socioeconomic characteristics used in 
the work experience allocation procedure are: 
(1) Type of earnings; (2) amount of earnings; (3) 

age; (4) color (white or nonwhite); (5) sex; and 
(6) family relationship. 

Number of weeks worked and class of worker 
are not used uniformly throughout the matrix. 

FLOWLHARTS OF THE INCOME ALLOCATION PROCEDURE 

The following flowcharts outline the general 
methodology used to allocate missing income data 
collected in March of 1969 as a supplement to the 
Current Population Survey (CPS). The flow charts 
cover the six functional steps, each on a separ- 
ate page. The first chart shows the overall flow 
of operations necessary for processing each income 
record. The other five charts (charts A to E) 
show the following: Chart --Work Experience 
Allocation Procedures, Chart B --Work Experience - 
Earnings Consistency Edit, Chart C--Earnings 
Allocation Procedures, Chart D --goat Earnings 
Allocation Edit, and Chart E-- "Other Income" 
Allocation Procedures. 

Notations used in the flow charts are out- 
lined below: 

Notation 

Money wages and /or salaries 

NFSE Net income from nonfarm self- 
employment 

FSE 

Source A 

Source B 

Source O 

Source D 

Net income from farm self - 
employment 

Social Security payments 

Dividends, interest (on savings or 
bonds), income from estates or 
trusts or net rental income 

Public assistance or welfare 
payments 

Unemployment compensation, govern- 
ment employee pensions, or 
veterans' payments 
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Notation 

Source E 

Earnings 

Representatiog 

Private pensions, annuities, ali- 
mony, regular contributions from 
persons not living in the house- 
hold, royalties, and other peri- 
odic income 

Earnings data --W /S, NFSE, and FSE 

"Other Income" Other income data Sources A, B, 
C, D, and E 

NA 

W/E 

Matrix A 

Matrix B 

Not available --any item of infor- 
mation which is not available 
during processing 

Work experience data number of 
weeks worked, class of worker, 
occupation of longest job, etc. 

"Other Income" allocation matrix A 
contains the five "other income" 
items reported by the last pre- 
ceding respondent in each 
class. 

"Other Income" allocation matrix B 
contains, for each type of in- 

come within each class, the 
dollar value reported by the 
last preceding respondent hav- 
ing a dollar value in that par- 
ticular type of income. 



ALLOCATION PROCEDURE 
(Main Flowchart) 

Read 
income 
record 

Work (-Is there à 
experience record matching 

records his incase record 

Yes 

No record found to 
match the income record 

Were the W/E data Reject 
NA's allocated Yes 

without earnings data 
data? 

No 

Perform W/E- earnings 
consistency edit 

see chart B 

Is any 
earnings item 

NA? 

No 

Store earnings data 
in the earnings 

allocation matrix 

Allocate 

see chart A 

Yes Allocate 
earnings NA's 
see chart C 

Perform 
post earnings 

`allocation edit 
see apart D 

Is any "other 
income" type 

NA? 

Store'bther income" 
data in the "other 
income" allocation 

matrix A 

Also store any $ 
values in "other 

income" allocation 
matrix B 

Yes 
Allocate 

"other income" 
NA's 

see chart E 
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1/ NA's in the W/E items 
were allocated prior to this 
program without using earn- 
ings data during the process- 
ing of the February CPS. 



Work Experience Allocation Procedure 

(Chart A) 

Does 
W/S earnings 

have a value? 

No 

Does 
NFSE earnings 

have a 

No 

Does 
FSE earnings 

have $ value? 

No 

V 
Are all three 
earnings items 
equal to none? 

No 

RETURN 

Yea 

Yea 

Allocate 
work experience data 

using W/S earnings and 
other characteristics 

Yea 

Yea 

Allocate 
work experience data 
using NFSE earnings and 
other characteristics 

Allocate 
work experience data 

using FSE earnings and 
other characteristics 

Allocate 
work experience data 
using None in earnings 

and other characteristics 

This path is a small group of people who did not report work experience 
and have in earnings or a combination of NA's and none's. 
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Did this person 
work one or more 

\weeks last year? 

Yes 

there a entry 
or NA in the earnings 

Yes item consistent with 
the class of worker / 

and occupation? 

Work Experience- Earnings Consistency Edit 

(Chart B) 

o -weeks 

is blank 

No 

of the earn- 
ings items an NA 

or $ amount? 

Yes 

(Are of the 
earnings items 

a $ amount? 

Y 

Yes 

Yes 

Change NA 
entries to 

None 

Allocate 
data 

see chart A 

No 
RETURN 

Yes 

Allocate 
W/E 

see chart. A 

For MALES: 
Assign temporarily $3000 
in the first NA, 8 out of 

10 times: and None, 2 out 
of 10 times 
Fór. FEMALES: 

Assign temporarily $1000' 
or None alternately to 

the first NA 

Allocate using 
temporarily assigned 

earnings values 

see chart A 

Restore 
original earnings entries 

Exchange the none 
in the consistent 

earnings type with 
the first NA or 

$ value 

tYes 

Change the 
consistent earnings 

type to NA 

RETURN 
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/ Cannot move a negative 
amount into W/S earning. 



Earnings Allocation Procedure 
(Chart C) 

Find proper class 
in the 

allocation matrix 

Is W/S NA? 

No 

Is NFSE NA? 

Yes 
Pick up 

stored W/S 
earnings value 

Yes 
Pick up 

stored NFSE 
earnings value 

V 
Pick up 

stored FSE 
earnings value 
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START 

weeks worked 
to None? 

Yes 

Is total earnings 
equa]. to None? 

Post Earnings Allocation Edit 
(Chart D) 

Does the consist 
ent earnings type Yes 

\\ have a $ value 

Yes 

N 

Does only one of 
the inconsistent 
earnings types 
have a $ value? 

No 

Assign $150 
to the consistent 

earnings type 

RETURN) 

Yes 

Exchange the 
value with 

the None in the 
consistent earn- 

ings type / 

RETURN 

/ Cannot move a negative $ 
amount into earnings. 

E 
Is total earnings 
equal to None? 

Yes 

Is weeks worked 

14 or more? 

Yes 

Y 

Set 3 earnings 
types equal to 

NA 

Allocate 
all 3 earnings 

items 
see chart C 

V 

Perform 
earnings work 

experience edit 
see chart B 

Change any NA's 

to None 

any earnings 
item equal to a 

$ amount? / 
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'Does the con- 
sistent earnings Yes 
item have a 
$ value? 

No 

RETURN 

Does only one 
of the incon- No 
sistent earn- 

\ ings types have / 
value? 

Yes 

Exchange the 
value with 

the None in 
the consist- 
ent earnings 
type J 

Assign a $ 
value to the 
consistent 

earnings item? 

= $3,000 
NFSE = 1,500 
FSE = 1,000 

Assign a $ value 
to the consistent 
earnings item? 

WS = $3,000 
NFSE = 1,500 
FSE = 400 



Find the proper 
class in the 

allocation matrices 

Other Income Allocation Procedure 

(Chart E) 

Yes 

Are all 5 
"other income" 
items NA? / 

N 

Allocate NA's 
from Matrix 

A 

Is source A Yes Is the Yes circle 
NA? marked? 

No 

Allocate from 
Matrix A 

Allocate from 

Matrix B 

Is source B Yes Is the Yes circle\ Yes 
NA? marked? 

Is source C 
NA? 

Allocate from 
Matrix A 

Allocate from 
B 

Yes Is the Yes circle 
marked? 

No 

Allocate from 
Matrix A 

Is source D 
NA? 

Allocate from 
Matrix B 

Is the Yes circle Yes 
marked? 

Is source E 
NA? 

Allocate from 
Matrix B 

Allocate from 
Matrix A 

Yes Is \ Yes the Yes circle 
marked? 

Allocate from 
Matrix B 

Allocate from 
Matrix A 
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A GRAPHIC TECHNIQUE FOR PROJECTING FAMILY INCOME SIZE DISTRIBUTION 

Mitsuo Ono* 
U.S. Bureau of the Census 

Introduction 

Projections of family income distribution 
are used widely not only by businessmen in devel- 
oping marketing plans but also by government 
officials in formulating public programs, e.g., 
urban development studies. These projections 
can be calculated in a variety of ways, depending 
upon the availability of resources, e.g., time, 

money, skilled manpower, equipment. However, all 
of these projections, whether simple or complex, 
have one thing in common: the adequacy of the 
projections depends ultimately on the validity 
of the assumptions used to make the projections, 
and usually these assumptions are no more than 
calculated historical guesses. Thus, under 
certain circumstances, the use of relatively 
simple estimation methods may yield results 
comparable to that obtained from use of more 
complicated methods, e.g., regression equations, 
because use of both of these methods encompasses 
the same growth factors. 

The primary purpose of this paper is to 
describe a relatively simple graphical technique 
using logarithmic normal probability (lognormal) 
graph paper by which projections of family income 
size distribution can be developed. The discus- 
sion is divided into four parts: (1) An outline 
of the graphical method; (2) an outline of an 
arithmetical method; (3) comparison of results 
obtained from using other estimation procedures; 
and (4) an example of the use of the graphical 
method. 

The Graphical Method 

The technique involves essentially the 
following: (1) Plot historical data to determine 
the relative "stability" of the cumulative income 
distribution; (2) if the distribution "shape" 
appears to be similar historically, obtain the 
median family income value for the most current 
distribution available; (3) compute a projected 
median value, e.g., using historical growth rates 
of median family income; (4) arithmetically 
extrapolate the benchmark year income levels to 
projected year income levels (at given cumulative 
percentage levels); and (5) plot "new" distribu- 
tion on graph paper and obtain required information. 
A specific example of this procedure is outlined 
below. Lognormal graph paper is used because it 
tends to reduce the skewness of the income distri- 
bution curve. That is, some skewed distributions 
are transformed into normal probability distribu- 
tions by taking the logarithm of the variates. 
If the distribution is lognormal, the ogive 
generally forms a straight line when it is plotted 
on lognormal graph paper (in which the ordinates 
are scaled logarithmically and the abscissa scaled 
in accordance with the normal distribution func- 
tion). The slope of the line is related to the 

* The views expressed here are not necessarily 
those of the Bureau of the Census. 
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standard deviation of the logarithm of the variate. 

In a lognormal distribution, it is assumed that 

the magnitude of a variate changes at a rate pro- 
portional to the value of the previous variate. 
(See publication entitled The Lognormal Distribu- 
tion by J. Aitchison and J.A.C. Brawn, Cambridge 
University, 1957, for further details.) There are 
other types of graph papers, e.g., arithmetical, 

log -log, probability, and semi -log, which can be 
used just as well for the graphic method but it 
appears that the lognormal graph paper is more 
convenient to work with because the linearity of 
the plotted distributions generally extends over 
a wider range on this type of graph paper than 
others. 

Assume a need exists for a projected (1985) 

family income distribution expressed in 1967 
dollars. First, we plot the cumulative family 
income distribution (in 1967 dollars) for 1952, 

1957, 1962, and 1967 to examine the relative 
stability of the income distributions over the 
past 15 -year period. We find that the "shapes" 
of the income distributions are fairly constant 

(see attachment 1). We then compute the rate of 
increase of median family income between 1957 and 

1967. We then assume that the growth rate of 
median family incomes between 1957 and 1967 also 
applies for the period between 1967 and 1985 (in 
constant dollars). Thus: the 1957 -1967 average 
annual rate comes up to about 3.1 percent per 
annum (for 10 years). We then apply this growth 
rate to 18 years, resulting in a total (compounded) 
increase of 1.73 times the median income in 1967, 

i.e., 

1967 Median income $7.974 1.354 or about 3.1% 

1957 Median income $5,889 compounded annually 

(1.031)18 = 1.732 



The next step is to multiply this net increase 

against the 1967 income levels to obtain the 1985 
income levels (in 1967 dollars). Thus: 

1967 Cumulative 

1967 Income Intervals 1985 Income Intervals 
Percentage of 

Families 

2.1 Under $1,000 Under $1,730 (1,000 X 1.73) 

6.5 Under $2,000 Under $3,460 (2,000 X 1.73) 
12.5 Under $3,000 Under $5,190 (3,000 X 1.73) 

25.3 Under $5,000 Under $8,650 (5,000 X 1.73) 

41.4 Under $7,000 Under $12,110 (7,000 X 1.73) 

50.3 Under $8,000 Under $13,840 (8,000 X 1.73) 
58.6 Under $9,000 Under $15,570 (9,000 X 1.73) 

65.7 Under $10,000 Under $17,300 (10,000 X 1.73) 
88.1 Under $15,000 Under $25,950 (15,000 X 1.73) 

This procedure, of course, assumes that the income 
distribution curve has shifted over time with 
insignificant changes in the slope or "inequality" 
of the relative distribution. We plot on the 
lognormal graph paper the projected 1985 income 
levels (at the 1967 cumulative percentage points) 
for various income levels (see attachment 1). If 
we want a more refined fit, we would use more 
detailed income intervals which would, of course, 
take into account more of the "curvature" of the 
cumulative income distribution. The final step 
is to connect the points graphically and read off 
the required information. Thus using this method, 
it is estimated that in 1985 about 9 percent of 

all family units would have incomes of less than 
$4,000 (in 1967 dollars). That is, the $4,000 

line cuts the projected 1985 income distribution 
at about the 9 percent point (found at the bottom 
of attachment 1). 

The Arithmetical Method 

The same results obtained graphically can be 
also calculated as shown below. The first step 
is to calculate the total net increase in median 
family incomes between the benchmark year and the 
projected year. We found this increase to be 1.73 
between 1967 and 1985 (in constant 1967 dollars). 

COMPUTATION3 FOR ARITHMETICAL METHOD 

J.967 Income 
levels 

1985 
Income 
levels 

Cumulative 
percentage 

of 
fami];es 
in 1967 

1985 Income 
levels 

1985 
Cumulative percentage of 

families using arithmetical 
method 

1985 Cumulative 
percentage 

of families 
using 

graphic 
method 

Under $1,000 

Under $2,000 

Under $3,000 

Under $5,000 

Under $7,000 

Under 

Under $9,000 

Under $10,000 

Under $15,000 

$1,730 

$3,460 

$5,190 

$8,650 

$12,110 

$13,840 

$15,570 

$17,300 

$25,950 

2.1 

6.5 

12.5 

25.3 

41.4 

50.3 

58.6 

65.7 

88.1 

Under $1,000 

Under $2,000 

Under $3,000 

Under $5,000 

Under $7,000 

Under $8,000 

Under $9,000 

Under $10,000 

Under $15,000 

NA 

2.8 

5.8 

12.0 

19.0 

23.0 

26.0 

30.0 

56.0 

(2.1 )=(.58)(2.1 )=1.2 

(2.1)=(1.16)(2.1)=2.4 

(6.5)= (.87)(6.5 »5.7 

(12.5)=(.96)(12.5)=12.0 

(25.3)=(.81)(25.3)=20.5 

(25.3)=(.92)(25.3)-23.3 

(25.3)=41.04)(25.3)=26.3 

(25.3)=(1.16)(25.3)=4.3 

(58.6 )=(.96)(58.6 )=56.3 $15,570 

NA Not applicable. 
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The second step is to multiply this rate against 
the income levels. Thus, we multiply $1,000 by 
1.73 to obtain $1,730, etc., as we had done before 
in the graphic method. The third step is to es- 
timate the cumulative percentage levels in 1985 
for the original income levels in 1967. We can 
also use either extrapolations or interpolations 
in order to take account of the "curvature" of 

the income distribution.1/ This adjustment is 
needed if the income intervals that are being used 
in the calculation are large. The following table 
shows the computational method and a comparison of 
the cumulative percentage rate obtained from both 
the arithmetical method and the graphic method. 

In the computations, six income levels, e.g., 
the "$5,000 and under" level in 1985 were interpo- 
lated while three income levels were extrapolated, 
e.g., the "$9,000 and under" level in 1985. Over- 
all, the results obtained from using the graphic 
method and the arithmetical method are similar and 
either method can be used depending on one's pre- 
ference. 

A Comparison of Pro lections 

Projections of families receiving under $3,000 
income were developed for 1975 (in constant 1965 
dollars) using two methods: 

1. A regression equation to estimate the 
change in median family income from 1965 to 1975. 
Thus, 

YF = -1,172 + 0.749 N = 16 
(32.62) (0.008) 

where YF = Median family income 

= Personal income per family 

Reference source 

"Poverty by Color and Residence- - 
Projections to 1975 and 1980," by 
J. Patrick Madden, paper presented 
at American Agriculturcl Economic 

Association Meeting, Bozeman, Montana 

Assumption 

Personal income in 1975 was estimated from GNP 
projections described in Joint Committee Print, 
U.S. Economic Growth to 1975: Potential and Pro- 
blems. 89th Congress, Second Session, U.S. Govern- 
ment Printing Office, Washington, 1966. GNP 
projections and implicit GNP price indices are 
shown on page 16 of this reference. Model B 
(assumes a 4.5 percent annual rate of growth for 
real GNP, 1966 -1975) was used. This model assumed 
a 5.5 percent average personal savings rate for 
the period 1961 -1965 and a 4 percent unemployment 
rate (see page 9 of cited reference). The 1975 

GNP (in 1965 dollars) was converted to estimated 
Personal Income by using the PI /GNP ratio shown 
in current dollars in the cited reference. The 
projected PI value was divided by the projected 
number of families to obtain PI per family in 
1975. The total increase in median family income 
using this regression procedure was 1.37 times 
the median family income in 1965. Using the 
graphic method, the percentage of families re- 
ceiving under $3,000 (in 1965 dollars) was esti- 
mated at about 10.0 percent in 1975. 

2. The average annual rate of increase in 
median family income between 1955 and 1965 (in 
1965 dollars) was calculated to be about 2.9 
percent or a total increase in median family in- 
come of 1.33 over a 10 -year period. This proce- 
dure resulted in an estimate of about percent 
of families receiving under $3,000 (in 1965 dol- 
lars). It is interesting to note that these per- 
centage rates are fairly comparable to those 
derived from using regression methods. For 1975, 
the following percentage of families receiving 
under $3,000 was computed: 

4% Unemployment 
rate and 1959- 

1966 data fitted 
to log -log equation 

(1964 constant dollars) 

The point of this discussion is that under certain 
assumptions, relatively simple extrapolation meth- 
ods may be used to derive approximations which may 
be almost similar to results derived from use of 
more complicated methods. 

An Example of Use of the Graphical Method 

Advantages of the graphical method are the 
simplicity and flexibility introduced in obtaining 
the desired information. Thus, we may find that 
historically the "curvature" of the income distri- 
bution has changed over time. Instead of taking 
a constant percentage change for each income level 
value, it is possible to apply differential rates 
of increase to different income levels which would 
take into consideration the change in relative 
"inequality" of the distribution over time. Instead 
of keeping the "slope" constant, changes in both 
the "slope" and the median income level are taken 
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Percentage of all 
Basic relationship families under $3.000 

10.7 Percentage of fam- 
ilies with $3,000 
or less is related 
to median income and 
unemployment rate 

into account. The "slope" related to the standard 
deviation in turn is related to measures of inequal- 
ity, e.g., the Gibrat inequality measure. 

As a specific example of this technique, we 
may relate historical changes in summary measures 
of inequality to percentage changes in income 
levels, e.g., quintile values. In turn, these 
changes in values can be related to changes in 
socioeconomic characteristics of that group. In 
this way, relationships are obtained for quintile 
groups, associating changes in summary measures of 
inequality with changes in social and economic 
characteristics of different income groupings. 

FOOTNOTE 

1/ This comment, attributed to Mr. Albert Mindlin, 
Chief Statistician, Government of the District of 
Columbia, is gratefully acknowledged. 
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YEARLY CHANGES IN HOUSEHOLD COMPOSITION AND FAMILY INCOME 

Marshall L. Turner, Jr., Bureau of the Census 

INTRODUCTION 

Economists, poverty analysts, and demo- 

graphers are interested in how households 
change in composition and the effects of such 
changes on the family's economic situation. 
From the viewpoint of the economist, the prob- 

lem of changes in household composition centers 
on how the structure and size of family income 

varies as members enter or leave the unit. 
From a similar perspective, the poverty analyst 
is interested in knowing if changes in house- 
hold membership may move the family in or out 
of poverty. The demographer's main reason for 
studying gross changes in household composition 
is to observe the frequency of such changes and 
assess their effects on the growth and struc- 
ture of the population and family unit. 

This need to investigate problems in family 
membership dynamics has been expressed by 
several writers. Martin has pointed out that 
apparent year -to -year changes in statistics on 
family and individual households in poverty may 
be misleading unless one can obtain comparable 
data on the gross compositional changes these 
households might have undergone during the 
same time period.- Fisher similarly notes that 
the consumer behavior of families varies with 
changes in family personnel and that such 
phenomena need to be studied by means of a 
panel survey.2 Miller, too, calls attention to 
the need for longitudinal data on family com- 
position and income for seeking answers about 
the incidence and nature of poverty.3 Given 
these expressed needs for statistics on gross 
changes in family composition and income the 
purpose of this paper is to describe prelim- 
inary tabulations of such longitudinal data 
from the 1967 Survey of Economic Opportunity 
conducted by the Bureau of the Census. 

Survey of Economic Opportunity.- -Under the 
sponsorship of the Office of Economic Oppor- 
tunity, the Bureau of the Census conducted 
two surveys of economic opportunity in 
February -March 1966 and February -March 1967. 
These surveys offer two sources of longitudinal 
data. First, there is the portion of the 
national random sample of households (family 
and primary individual units) that was inter- 
viewed in 1966 and reinterviewed in 1967. To 

utilize this longitudinal potential of the 
overlapping sample, the computer tape files 
containing the basic data for the uniquely 
serialized households are now being collated 
in a computer -record matching operation. 

Although the matching work is still in- 
complete, the 1967 SEO file alone provides a 
second source of longitudinal data on changes 
in household composition. In the 1967 SEO, 
enumerators revisited each physical address 
included in the 1966 survey and noted any 
changes in the interview units' members since 
the first interview. For persons that had en- 
tered or left the unit, information on the 
length of tenure in the unit, personal income 
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and other characteristics were recorded. If the 
enumerator found that none of the 1966 household 
members for a given interview unit were living 
at the same address in 1967, the fact was noted, 
and any new family at that address was inter- 
viewed. With this type of procedure, two 
types of household interview units were in- 
cluded in the 1967 SEO. First, there were 
units that were interviewed for the first time 
in the SEO, and second, there were households 
interviewed in both the 1966 and 1967 surveys. 
When the questionnaire information was trans- 
cribed onto computer tape records, each 
household head's record was given a code which 
indicated whether this interview unit had been 
enumerated in both 1966 and 1967. In preparing 
the current longitudinal tabulations, a computer 
program was written to search the 1967 SEO tape 
file and select for tabulation those household 
units that were coded as having been inter- 
viewed in both 1966 and 1967. This group of 
units makes up the households referred to as 
"matched" in this paper. 

MATCHED HOUSEHOLDS 

Of the 61.3 million households represented 
in the 1967 SEO, approximately 75 percent 
(45.9 million) were also interviewed in the 
1966 survey and were classified as matched 
households. This statistic of 75 percent agrees 
closely with the corresponding number of 78 
percent for households matched in an earlier, 
but similar, study involving units interviewed 
in both the March 1964 and March 1965 Current 
Population Surveys (CPS).4 From a further com- 
parison between these SEO longitudinal data and 
the earlier CPS matching study, it is observed 
that 90.1 percent of the SEO matched households 
had white heads as compared with 90.2 percent 
of the CPS matched households. In the CPS 
operation, the characteristics of the matched 
and nonmatched households indicated that the 
nonmatched households were due mainly to entire 
households that moved from or into a sample 
address during the one -year period and were 
interviewed in only one of the two years. 
Based on the similarity of the above statistical 
comparisons between the SEO and CPS matched 
household data and the similarity of the 
methodology and concepts used in these surveys, 
it seems reasonable to assume that the households 
not matched in the present SEO tabulation were 
also due to mobile households as was the case 
in the previous CPS study. It should be pointed 
out, however, that until data become available 
on the characteristics of the nonmatched SEO 
households, this inference about the nature of 
these nonmatches is indirect. 

RESULTS 

Characteristics of households with changes. - - 
As shown in Table 1., approximately 17.2 percent 
(7.9 million) of the 45.9 million matched SEO 



households underwent a change in membership 

between 1966 and 1967.6 Only approximately 17 

percent of the white households had a change in 

membership as compared to 24 percent of all non- 

white households. With respect to poverty status 

of the household, the Table 1 data show only 

slight differences in household composition 

changes. Approximately 17.4 percent of the 

families above the poverty line lost and /or 

gained members as compared with 17.6 of the poor 

families. 

Woes of changes.- -The data in Table 2 
classify matched households that underwent a 

change in composition by the number of members 

who entered or left the household, the color of 

the household head, and the relative poverty 

status of the unit. Looking first at the types 

of gross changes, it is observed that approxi- 

mately 5.4 million of these changed households 

lost members between 1966 and 1967. These 

households represent approximately 69 percent 

of all the matched households that had a mem- 

bership change. Fifty -seven percent of these 

changing households lost only one person; 8.4 

percent lost two people; and approximately 3.5 

percent lost three or more members. 
In contrast to these households that only 

lost members approximately 2.5 million (31- 
percent) of the matched households with changes 

in composition had members join. Roughly 28- 

percent of the changing units added only one 

member and the remaining 2.6 percent added two or 

more members. Although net change data are not 

available for these households that added mem- 

bers, approximately 393,000 (see Table 2a.) of 

the units lost and gained at least one member. 

Therefore, it is possible that for this group 

of households, an added member was offset by a 

lost member, and the unit had no overall change 

in size. 
Comparing these changed households according 

to color of head and poverty status reveals 

only a few differences. With respect to color, 

the Table 2. data indicate that households with 

white heads seemed slightly more likely (69.3 - 
percent as compared to 64.5 percent) to lose a 

member than did households headed by nonwhites. 
From a complementary perspective, the nonwhite 
headed households appeared more likely to have 
had members join (35.5 percent as compared to 

30.7 percent). Comparing these households in 

poverty in 1966 to the total population of 

households undergoing a change in composition 

indicates that nearly 80 percent of the poor 

households (as compared to 69 percent of all the 

changed households) had members leave in this 

one -year period. 
Reasons for changes.--The statistics pre- 

sented so far have been aimed primarily at 

describing the overall types of compositional 

changea undergone by the SEO matched households. 

Referring now to Table 3., it is observed that 

approximately 1.9 million children joined the 

7.9 million matched households that -Liderwent a 
membership change. Most of these children (78- 

percent or 1.5 million) who joined these 
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households were born between the 1966 and 1967 
interviews. The remaining 21 percent of these 
children joined for a variety of other reasons 
including such events as deaths in families, 
divorce of parents, and other unspecified reasons. 

Table 3. also deals with the reasons for 
adults (persons 14 years old or over) joining 
these matched units. Of the 1.2 million joining 
adults, approximately 13 percent joined the new 
household in order to take a job. Of the other 
reasons cited for these joining adults, approxi- 
mately 13 percent moved in to get married, and 
another 18 percent were returning from an 
institution. 

White- nonwhite comparisons with respect to 
the reasons for persons joining the matched 
households revealed few significant differences. 
Births accounted for fewer of the children 
joining nonwhite households than for white 
households. Approximately 81 percent of the 
additional children in white households were 
reported to be accounted for by births as com- 
pared with only 61 percent of the joining 
children in households headed by nonwhites. 

Table 3a. provides estimates of the reasons 
for persons leaving these matched households. 
Of the 5.3 million leavers who reported such 
reasons, approximately 15 percent left in order 
to get married; 32 percent left because they 
joined the Armed Forces; 25 percent entered 
institutions; eight percent died; and 16 percent 
left because of divorce. The remaining approxi- 
mately four percent reported "other" reasons 
for leaving. 

Overall, these data on reasons for changes in 
household membership indicate that births, 
marriages, divorces and deaths were the major 
reasons for changes in composition. Purely 
economic reasons for entering or leaving house- 
holds ranked relatively low in frequency, but 
the more common change reasons cited above did 
have economic implications. 

Income of leavers and ioiners.- -Table 4. 
presents data on the income of persons who 
left or joined the matched households between 
1966 and 1967. Although these data alone do 
not show the direct relationship between changes 
in household composition and income, certain in- 
ferences can be made about the economic impact 
of these persons entering and departing from 
the household. Overall, there were approximately 
6.6 million households that lost or gained 
approximately 8.2 million income -contributing 
persons. Distinguishing between the house- 
holds that had joiners or leavers, an estimated 
819,000 households had an estimated 878,000 
joiners. On the other hand, approximately 7.3 
million persons left an estimated 5.8 million 
households. 

Analyzing the income of the joiners first, 
it is observed that roughly 43 percent of these 
persons reported no income. Another 21.4 per- 
cent had incomes that ranged between $1.00 and 
$1,499; 25 percent reported incomes in the 
$1,500 to $4,999 range, while approximately six 
percent had at least $5,000 personal income. 



Among the persons that left the matched house- 
holds during this year, only six percent were 
in the "loss or no income" category. Approxi- 
mately 84 percent of these persons had personal 
incomes that ranged between $1.00 and $1,499. 
Of the remaining leavers, approximately six 
percent had incomes in the $1,500 to $2,999, 
and slightly over three percent had incomes in 
excess of $3,000. "Losing members" seemed to 
be a more economically meaningful type of com- 
positional change than "adding members." In 
other words, families that lost members appear 
to have had a loss of income disproportionately 
greater than the income gain experienced by 
families that added members. 

Income contribution to the family by Joiners 
and leavers. --These longitudinal data also 
provide more direct evidence on the relationship 
between family income and the income contribu- 
tion of persons who joined or left the matched 
households. The data in Table 5. indicate that 
in approximately 70 percent of 5.7 million 
matched households, leavers and joiners con- 
tributed less than one percent of the family 
income. When this overall statistic is broken 
down by level of family income, it is observed 
that the higher the family income, the smaller 
the proportion of households in which the 
transient members made no contribution to the 
family's income. Seventy -seven percent of 
the households with family incomes under 
$2,000 and joiners /or leavers who contributed 
less than one percent of the family income. For 
families with incomes in the $2,000 to $4,999 
range, the percentage was 72 and for families 
with incomes of $5,000 or more, this number was 
approximately 70 percent. 

It is also interesting to note the relation- 
ship between a significant level of income 
contribution with respect to the level of 
family income. The Table 5 data show that 
approximately 17 percent of the households 
with family incomes under $2,000 had part -year 
members who contributed at least 50 percent of 
the family income. Similarly, nearly 11 per- 
cent of the households in the $2,000 to $4,999 
family income category had joiners or leavers 
who made income contributions of this magnitude. 
For the households with family incomes of 
$5,000 or more, only approximately 10 percent 
had part -year members who contributed at least 
50 percent of the family's income. 
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-The intent of the work described 
in this paper is to demonstrate the types 
of longitudinal data that can be produced from 
surveys such as the Survey of Economic Oppor- 
tunity and to illustrate how these statistics 
can be used to study such problems as the 
relationship of household composition changes 
to changes in the family's economic situation. 
Moreover, the results of this project confirm 
the earlier finding that approximately 17 per- 
cent of all matched households underwent a 
compositional change in the 12 -month study 
period. In addition, these estimates indicate 
that households with white heads are less 
likely to undergo such membership changes than 
are households headed by nonwhites. 

These data also show that most of the persons 
who joined these households did so for reasons 
that can be classified as strictly demographic 
changes. Approximately 57 percent of the 
children and adults who joined these units 
cited births, marriages, and deaths for the 
reasons they made these changes. 

With regard to the economic impact on the 
family of these gross changes in household 
composition, these longitudinal data show that 
persons who left households are more likely 
to have been making a significant contribution 
to the family income than are persons who 
joined such units. Overall, in most households 
with leavers and /or joiners, 71 percent, part - 
year members contributed less than one percent 
of the family income. Furthermore, as family 
income increases, the proportion contributed by 
leavers and joiners declines. 
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TABLE -- MATCHED HOUSEHOLDS BY GROSS CHANGES 

IN COMPOSITION BETWEEN 1966 AND 1967 

BY COLOR OF HEAD AND MEMBERS ADDED OR LOST 

(Numbers in Thousands) 

Matched Households by Type of 
Change in Membership 

Total Households White Head Nonwhite Head 
Percentage of 
households 

Number Percent Number Percent Number Percent Poor Nonpoor 

All matched households 45,878 100.0 41,351 100.0 4,527 100.0 100.0 100.0 

No change in members 37,980 82.8 34,538 83.5 3,442 76.0 82.4 82.6 

Change in members 7,898 17.2 6,813 16.5 1,085 24.0 17.6 17.4 

Households with a change in members 7,898 100.0 6,813 100.0 1,085 100.0 N.R. N.R. 

Households that only added members 2,082 26.4 1,785 26.2 297 27.4 N.R. N.R. 

Households that lost members 5,816 73.6 5,028 73.8 788 72.6 N.R. N.R. 

Households that only lost members 5,423 68.7 4,723 69.3 700 64.5 N.R. N.R. 

Households that added and lost members 393 5.0 305 4.5 88 8.1 N.R. N.R. 

Source: Special tabulations of the 1967 Survey of Economic Opportunity basic data records. 

TABLE 2. -- MATCHED HOUSEHOLDS THAT CHANGED IN COMPOSITION 
BY TYPE OF CHANGE, COLOR OF HEAD, AND POVERTY 

STATUS IN 1967 

(Numbers in Thousands) 

N.R. - Not Relevant. 

Matched Households by 
Type of Change in 
Composition 

Total 
Households 

White Head 
Households 

Nonwhite Head 
Households 

Below Poverty 
Line 

Number Percent Number Percent Number Percent Number Percent 

Households That Changed 7,898 100.0 6,813 100.0 1,085 100.0 1,046 100.0 

Had Members Join 2,475 31.3 2,090 30.7 385 35.5 214 20.5 
1 joined 2,228 28.2 1',908 28.0 320 29.5 182 17.4 
2 joined 204 2.6 156 2.3 48 4.4 26 2.5 
3+ joined 43 -- 26 -- 17 1.6 6 -- 

Had Members Leave 5,423 68.7 4,723 69.3 700 64.5 832 79.5 
1 left 4,485 56.8 3,980 58.4 505 46.5 692 66.2 
2 left 662 8.4 554 8.1 108 10.0 88 8.4 
3+ left 276 3.5 189 2.8 87 8.0 52 5.0 

Source: Special tabulations of 1967 Survey of Economic Opportunity basic data records 

-- Less than 1.0 percent 



TABLE 2a.-- MATCHED HOUSEHOLDS THAT CHANGED IN 
COMPOSITION BY NUMBER OF PERSONS 

WHO JOINED OR LEFT 

(Numbers in Thousands) 

Households That Changed 
In Composition By 
Number of Persons 
Who Joined or Left 

Total 
Households 

Households That Had 
Members Join 

Households That Had 
Members Leave 

Households That Had 
Members Join and Leave 

Total Households 7,898 2,475 5,423 393 
1 person changed 6,713 2,228 4,485 297 
2 persons changed 866 204 662 49 
3+ persons changed 319 43 276 48 

PERCENT DISTRIBUTION 

Total Households 100.0 100.0 100.0 100.0 
1 person changed 85.0 90.0 82.7 75.6 
2 persons changed 11.0 8.2 12.2 12.5 
3+ persons changed 4.0 1.7 5.1 12.0 

Source: Special tabulations of 1967 Survey of Economic Opportunity basic data records. 

TABLE 3.-- MATCHED HOUSEHOLDS THAT CHANGED IN COMPOSITION CLASSIFIED 
BY COLOR OF HEAD, TYPE OF CHANGE, AND REASON OF CHANGE 

(Numbers in Thousands) 

Matched Households by Type of 
Change in Composition and 

Reason for Change 

Total White Head 

Households Households 

Nonwhite Head 

Households 

Number Percent Number Percent Number Percent 

Matched Households with a Change 7,898 N.R. 6,813 N.R. 1,085 N.R. 

Reason children joined, - total 1,907 100.0 1,645 100.0 261 100.0 

Born since February 1966 1,483 77.8 1,324 80.5 159 60.9 

Parents moved in for job 39 2.0 29 1.8 11 4.2 

Parents were divorced 74 3.9 52 3.2 22 8.4 

Death in the family 14 11 3 1.1 

Returned from an institution 13 12 1 

Other 283 14.8 218 13.3 66 25.3 

Reason Adults joined, - total 1,229 100.0 914 100.0 287 100.0 

Moved in to take a job 157 12.8 120 12.8 38 13.2 

To get married 213 17.3 170 18.1 42 14.6 

Returning from the Armed Forces 37 3.0 33 3.5 4 1.4 

Divorced 110 9.0 91 9.7 19 6.6 

Death in the family 86 7.0 60 6.4 26 9.1 

Return from an institution 22 17.9 16 1.7 6 2.1 

Other 603 49.1 450 47.8 153 53.3 

Source: Special tabulations of the 1967 Survey of Economic Opportunity basic data records 

N.R. - Not Relevant 

-- Less than 1.0 percent 
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TABLE 3a.-- MATCHED HOUSEHOLDS THAT CHANGED 

IN COMPOSITION BY COLOR OF HEAD 
AND REASON FOR CHANGE 

(Numbers in Thousands) 

Reason Person Left Household 

Total Number 
of Leavers White Heads Nonwhite Heads 

Number Percent Number Percent Number Percent 

Reason person left - total 5,259 100.0 4,670 100.0 589 100.0 

To get married 762 14.5 652 14.0 110 18.7 

Entered Armed Forces 1,686 32.1 1,533 32.8 153 26.0 

Divorced 842 16.0 764 16.4 78 13.2 
Died 423 8.0 335 7.2 89 15.1 

Entered institution 1,328 25.3 1,196 25.6 132 22.4 
Other 219 4.1 190 4.1 28 4.8 

Source: Special tabulations of the 1967 Survey of Economic Opportunity basic data records. 

TABLE 4.-- MATCHED HOUSEHOLDS BY NUMBER OF PERSONS WHO 
JOINED OR LEFT THE HOUSEHOLD BY TYPE OF 

CHANGE AND INCOME OF PERSONS 

(Numbers in Thousands) 

Income of Joiners and Leavers 

Matched Households with 
Income Contributing 

Members 

Households that 
Added Members 

Households that 
Lost Members 

Number Percent Number Percent 

Number of households containing 
joiners or leavers 6,635 819 N.R. 5,816 N.R. 

Total number of joiners and 
leavers 8,164 878 100.0 7,286 100.0 

Level of income for leavers 
and joiners 

None 846 379 43.2 467 6.0 

$ 1.00 to $1,499 6,289 188 21.4 6,101 83.7 

$1,500 to $2,999 538 118 13.4 420 5.8 

$3,000 to $4,999 205 101 11.5 104 1.4 

$5,000 or more 179 49 5.6 130 1.8 

N.A 104 39 4.4 65 .9 

Source: Special tabulations of the 1967 Survey of Economic Opportunity basic records. 

N.R. - Not Relevant. 
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TABLE 5. -- PERCENT OF FAMILY INCOME CONTRIBUTED BY PERSONS WHO ENTERED OR LEFT 
THE MATCHED HOUSEHOLDS 

Percent of Family 
Income Contributed Total 

Family Income 

Under 
$2,000 

$2,000 to 
$4,999 

$5,000 
and over 

Total households 6,852 898 1,603 4,351 

0 percent 4,887 694 1,161 3,032 
1 - 9 percent 309 17 52 240 

10 - 19 percent 279 12 48 219 

20 - 29 percent 288 16 68 204 

30 - 39 percent 194 5 41 148 

40 - 49 percent 152 1 46 105 

50 - 59 percent 120 10 27 83 

60 - 69 percent 94 18 28 48 

70 - 79 percent 87 i 45 41 

80 - 89 percent 77 5 12 60 

90 - 99 percent 365 119 75 171 

VERTICAL PERCENTS 

Total households 100.0 100.0 100.0 100.0 

0 percent 71.3 77.2 72.4 69.6 
1 - 9 percent 4.5 1.8 3.2 5.5 

10 - 19 percent 4.0 1.3 2.9 5.0 

20 - 29 percent 4.2 1.7 4.2 4.6 

30 - 39 percent 2.8 .5 2.5 3.4 
40 - 49 percent 2.2 .1 2.8 2.4 

50 - 59 percent 1.7 1.1 1.6 1.9 

60 - 69 percent 1.8 2.0 1.7 1.1 

70 - 79 percent 1.2 .1 2.8 .9 

80 - 89 percent 1.1 .5 .7 1.3 

90 - 99 percent 5.3 13.2 4.6 3.9 

Source: Special tabulations of the 1967 Survey of Economic Opportunity 
basic records 
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SOME DETERMINANTS OF THE VARIATION IN EARNINGS FOR COLLEGE MEN 

Ritchie H. Reed and Herman P. Miller, 
U.S. Bureau of the Census 

This study assesses the relative importance 
of several factors on the earnings of men with 
college degrees. More specifically, it examines 
the relationship between earnings of college men 
and eight other factors. They were; age, their 
college's rank as measured by the index of fresh- 
men aptitude, field of specialization, color 
(white -nonwhite), father's occupation, father's 
education, current region of residence and type 
of residence at high school graduation metropol- 
itan- nonmetropolitan). Age was included as a 

control variable and proved to be important, 
whereas, current region of residence was also in- 

tended as a control but was not shown to be im- 
portant. Additional variables relating to the 
college attended and the student's background 
were eliminated either on an a priori basis or by 
trying them in regression equations and finding 
that they added little to the model's explanatory 
powers. The study shows how much of the variance 
in earnings can be explained with these varia- 
bles, as well as the average earnings levels for 
individuals with various combinations of these 
characteristics. 

The data were investigated by multiple re- 

gression techniques using a quantitative depend- 
ent variable (average weekly earnings) and sets 

of dummy values for the independent variables. 
Both additive and interaction models were used. 

Source of the Data and Method of Analysis 

The data were derived from a special supple- 
ment to the Current Population Survey of the 
Bureau of the Census conducted in March and April 
of 1967. The supplement sample consisted of 

males who had completed four or more years of 

college, and included information on each person's 
college major, number and level of degrees, his 
background, and the names of all colleges where 
he received a degree. Using an Office of Educa- 
tion code for colleges, it was possible to obtain 
several characteristics of the colleges attended 
simply by knowing their names. The information 
gathered in the supplement on college attendance 
was matched to the Current Population Survey rec- 
ord giving the general demographic and economic 
characteristics of each individual in the sample. 
The total sample size for men with college de- 
grees who worked full -time was 2,559. The in- 
cluded 1,759 with bachelor degrees as their high- 
est degree, with the remainder having a higher 
degree. Out of those with degrees, there were 
115 nonwhite persons, and 2,444 whites. 

The dependent variable used in this study is 
average weekly earnings during 1966 for full -time 

workers. Earnings, as defined here, included 
money received from wages or salaries, or from 
operation of a farm, business or professional 
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practice. It does not include interest, divi- 
dends, rents or sources of income other than 
earnings. Since earnings are not distributed 
according to the normal curve, the classical re- 
gression assumptions have not been met. This 
factor does not bias the regression coefficients, 
but it does make the standard errors larger than 
they would be otherwise. As a result, the rela- 
tionships derived will appear to be less signifi- 
cant than they really are. 

The most important independent variables 

were age, the college's rank as measured by the 
index of freshman aptitude, field of specializa- 
tion, and color. Four categories were used for 
age, six for college rank, 11 for field of spe- 
cialization, and two for color. Variables were 
also added for whether the father was a white - 
collar worker, whether the father had completed 
4 years of college or more, whether the person 
lived in the South or not, and whether the per- 
son lived in a metropolitan area when he gradu- 
ated from high school. These four character- 
istics proved to be relatively unimportant as 

explanatory variables. For each characteristic, 
one category was excluded to make the solution 
of the regression equation determinant. 

The index of freshmen aptitude, or what 
will be referred to as college rank, is of par- 

ticular interest. In the simplest terms, this 
index measures the average aptitude, verbal and 
mathematical, of entering freshmen at a given 
college. The data were gathered in connection 
with the "Project Talent" survey of high school 
students conducted by the University of Pitts- 

burgh. Four cohorts of these high school stu- 
dents were followed up one year after graduating 
from high school, and the name of their college 
was recorded along with their measured "apti- 
tude". The aptitude score itself is a combina- 

tion of three aptitude scores -- reading compre- 
hension, abstract reasoning, and mathematics. 
Each school with at least 10 students in the 
"Project Talent" survey was given the average 

score of those in the survey entering that insti- 
tution. These scores were then standardized to 
a distribution with a mean of 50 and standard 
deviation of 10. The measure can be interpreted 
as a rough indicator of the rank of a college in 
terms of the "ability" of the student body at a 

given point in time. If it is assumed that, on 

the average, the better students select the bet- 
ter colleges, this index can also be interpreted 
as a rough measure of the quality of a school. 

The remaining independent variables are 
largely self -explanatory. A white -nonwhite di- 
chotomy was used for color. The field of spe- 

cialization was gathered in response to the ques- 
tion, "In what field did you receive this degree?" 



In order to study interaction effects, the 
sample was divided into three levels of degrees, 
I, II, and III. Level I is composed of men with 
bachelor's degrees as the highest degree, as well 
as a few who stated they had a degree but did not 
give the level. Level II is composed of those 
with master's degrees, or a first degree in law, 
theology, or denistry. The Level III sample con- 
tained only 100 observations and contained those 
with the Ph.D. degree, medical and other doctors, 
and second degrees in law and theology. This 
sample was too small for our regression model, 
and only results for Levels I and II are pre- 
sented here. 

The Results 

Initially the dependent variable (weekly 
earnings) was regressed on each characteristic 
separately. The results are given in table 1 for 

the two levels of degrees. In both cases, age, 
college rank, and field of specialization are the 
most important explanatory variables. This is 
shown by the relatively high values of the co- 
efficients of determination, which measure the 
percent of variation in earnings that is ex- 
plained by a given independent variable. Color 
is also relatively important. Age is the most 
important variable for Level I whereas college 
rank and color are the most important explanatory 
variables for Level II. On the basis of these 
regressions, the multivariate model was designed 
to include age, college rank, and field of spe- 
cialization, with the remaining variables added 
in order of importance by a step -wise regression 
procedure. Father's occupation, region of resi- 
dence, father's education, and type of high 
school residence added very little to the ex- 
planatory per of the models. In all cases, the 
step -wise regression added them in the order 
listed in table 1. 

Table 1.-- MEASURES OF CORRELATION AND SIGNIFICANCE FOR AVERAGE WEEKLY EARNINGS OF MEN 
WITH DEGREES AND SELECTED VARIABLES, BY DEGREE GROUP 

Item 

Level I Leve II 

Coefficient of 
determination 

R2 

Coefficient, of 
determination 

R2 
F 

Age .079 37.53* .039 6.99* 
College rank .042 12.69* .048 5.85 
Field of specialization .040 7.25* .072 5.38 ** 
Color .008 14.25* .012 8.24* 
Age, rank, specialization, 
and race combined .134 12.73* .180 6.76* 

Father's occupation .004 7.29* .007 4.67 ** 
Current region of residence .003 5.81 ** .003 2.08 
Father's education .002 2.69 .001 .40 
High school residence .002 3.94 .001 .82 

All variables combined .135 10.83* .184 5.85* 

* Significant at .01 level. 
** Significant at .05 level. 

College Rank 

The regression results for college rank, are 
given in table 2. The data labeled "Gross Effect" 
are the results of regressing the dependent vari- 
able on college rank alone. The (b) coefficients 
measure the average increment to earnings due to 
being in a given aptitude group rather than in 
the lowest group, which is the excluded variable. 
The mean earnings levels for the excluded group 
is measured by the intercept. For instance, peo- 

ple who received bachelor's degrees from schools 

in group 6 had average weekly earnings of $105 

more than those who attended the poorest schools, 
whose average earnings level was $169. The mean 
weekly earnings column shows the mean weekly 

earnings for those in the different groups. The 
data labeled "Net Effect" measure the effects of 
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college rank, after the effects of age, field of 
specialization, and color have been accounted for. 
The net mean incomes are calculated under the 
assumption that age, college rank, field of spe- 
cialization, and color are additive variables, or 
in other words, that the effect of each is inde- 

pendent of the value of the other variables.2 

The results show that there are differences 
in earnings due to college rank for both degree 
levels. Going to a better school is more of an 
advantage for those with higher degrees. It is 

also apparent that taking account of other fac- 
tors than college rank significantly affects the 
apparent role of the college rank variable. In 

general, the additional variables tend to de- 
crease the increments in earnings associated with 

college rank, and to increase the intercept. 



The data suggest that, on the average, going 
to the best schools rather than the poorest adds 
about $4,200 per year for the holder of a bache- 

lor degree (Level I). This difference is greater 
for holders of Level II degrees -- approximately 

$5,900. One possible explanation for the differ- 
ence is that the quality of education is more 
important at the higher degree levels where per- 
formance on the job is more directly related to 
technical skills acquired at the University. 

Although account has been taken of inter- 
action between college rank and the level of de- 
gree, the regressions for each level assume addi- 
tivity and this may not be a realistic represen- 
tation of the data. The effect of the college's 

rank may be different for whites and nonwhites, 
or for education majors and engineering majors. 
Testing fór these differences would have required 
a much larger sample. 

The increments to earnings due to college 
rank are greater for the higher rank colleges 
than the lower ones, in the Level I sample. How- 
ever, the college rank measure should be inter- 
preted as having only ordinal properties and 
therefore nothing can be concluded about the mar- 
ginal returns to attending better colleges. That 
is, the regression coefficients do not apply to 
equal intervals on the rank scale, because dis- 
tance between rankings has no meaning in an abso- 
lute sense.3 

Table 2. - -THE ECTS OF COLLEGE RANK ON AVERAGE WEEKLY EARNINGS OF MEN WITH COLLEGE DEGREES, 
BY LEVEL OF DEGREE 

College rank as 
measured by index 

of freshmen 
aptitude group 

Gross effects Net effect2 

Mean weekly 
earnings 

in dollars 

Mean weekly 
earnings 

in dollars 

Level I 

0 Intercept 169 Adjusted Intercept 173 

1 -5 23.5 164 13 23.2 186 

2 15 23.1 184 25 23.0 198 
3 39 22.1 208 35 22.0 208 
4 54 22.4 223 43 22.3 216 
5 84 23.8 253 65 23.6 238 
6 105 24.8 274 84 24.7 257 

Level II 

Intercept 167 Adjusted Intercept 159 

1 -7 38.3 160 21 38.0 180 

2 58 39.2 225 85 37.8 244 
3 63 37.2 230 75 35.6 234 
4 78 37.0 245 79 35.4 238 

5 75 39.0 242 58 37.2 217 

6 115 39.4 282 118 37.6 277 

1Regression of earnings on college rank. 
2Regression of earnings on college rank with color, age, and field of specialization as control 

variables. 

Field of Specialization 

Table 3 shows the differences in average 
weekly earnings accounted for the field of 

specialization. For Level I degrees -- engineering, 
the pbysical.sciences, and business and commerce 
offer the greatest monetary rewards. Those ma- 
joring in religion did the poorest. The pattern 
changes somewhat for those in the Level II sample. 
Health fields and law offer the greatest returns 
to persons in this sample with business and com- 
merce and education improving relative to other 
majors. Those in the health fields are primarily 
dentists, as there are no MD's in the Level II 
sample. 

Persons majoring in technical fields for a 
bachelor's degree appear to have an income advan- 
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tage that is lost for holders of higher degrees. 
In the Level I sample for example, men who ma- 
jored in engineering and the physical sciences 
received the highest returns, but for those with 
their highest degree in the Level II sample, 
business and commerce overtakes both. This may 
be somewhat misleading, for many people with a 
master's degree in business have bachelor's de- 

grees in technical fields. In a sense, this 
earnings differential may be due to a difference 
in occupations. An individual with a second de- 
gree in engineering is very likely to be a re- 
search worker whereas an individual with a grad- 
uate degree in business is more likely to be in 
the higher paid levels of management. Thus, we 
have not entirely separated the effects of col- 

lege major and current occupation.4 



Table 3.--mt EFFECTS OF FIELD OF SPECIALIZATION ON AVERAGE WEEKLY EARNINGS OF MEN 
WITH COLLEGE DEGREES, DEGREE GROUP 

Field of specialization 

Gross effect' Net effect2 

b 
Mean weekly 
earnings 

in dollars 
b 

Mean weekly 
earnings 
in dollars 

Level I 

Education 
Biological sciences 
Business and commerce 
Engineering 
Health 
Humanities 
Physical sciences 
Religion 
Social sciences 
Other 

-7 

52 

87 
31 
32 
70 
-21 

37 
60 

Intercept 
18.4 
11.8 
12.3 
23.7 
17.2 
15.1 

47.5 
13.8 
21.7 

164 
157 
216 
251 
195 
196 
234 
143 
201 
224 

Adjusted 

-22 
38 
58 
15 
16 
43 
-31 
18 

27 

Intercept 
17.6 
11.5 
12.3 
22.7 
16.6 
14.8 
45.6 
13.5 
21.2 

182 
160 
220 
240 
197 
198 
225 
151 
200 
209 

Level II 

Education Adjusted Intercept 190 
Biological sciences 5 39.5 195 
Business and commerce 74 21.8 264 
Engineering 58 22.5 248 
Health 107 25.8 297 
Humanities -7 29.3 183 
Law 100 16.9 290 
Physical sciences 20 24.6 210 
Religion -14 27.1 176 
Social sciences -22 24.7 168 
Other -5 49.7 185 

'Regression of earnings on field of specialization. 
2Regression of earnings on field of specialization with color, age, and college rank as control 

variables. 

Color 

The regressions shown that nonwhites have 

significantly lower earning levels than whites 
(table 4). According to the "Gross Effects" of 

color, there is a greater difference in earnings 
due to color at the higher degree level. How- 
ever, this difference disappears when color is 
used in a multivariate model. For both levels, 
the "Gross Effect" attributes some factors to 
color that should be attributed to college rank 
and field of specialization. Color of the stu- 
dent and the rank of his institution are related 
as well as color and certain fields of speciali- 
zation. This can be seen in table 5. Thus when 
these variables are added, the earnings differ- 
ential due to color is decreased. But, the net 

effect still represents over $2,400 per year dif- 
ference in earnings, even after taking account of 
college rank, field of specialization, age, and 
level of degree. The nonwhite category includes 
Japanese and Chinese who usually have signifi- 
cantly higher incomes than Negroes. Therefore 
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the earnings differences between whites and Ne- 
groes would be greater than those shown here for 
whites and nonwhites. 

Table 6 illustrates how adding color as a 
variable affects the regression coefficients for 
college rank. The first column gives the regres- 
sion coefficients for college rank, controlling 
for field of specialization and age. The addition 
of color to the regression changed the regression 
coefficients to those in the third column. For 
both degree levels, the introduction of color in- 
creases the intercept value and decreases each 
regression coefficient by a relatively uniform 
amount. 

The size of the change in the regression co- 
efficients indicates that there is substantial 
corrblation between color and college rank. With- 
out color, the regression attributed earnings 
effects to college rank which are more properly 
attributed to color. The pattern of the changes 
in the college rank regression coefficients indi- 
cate that being nonwhite and in a law ranking 



college are likely concurrences. What originally 

appeared as earning increments associated with 

attending schools above the lowest rank is actu- 
ally due to being white as opposed to nonwhite. 

It is important to see how different variables 

may reinforce the effects of color for Negroes. 
After accounting for age, college rank, and field 
of specialization, nonwhites have significantly 

lower earnings than whites. As can be seen from 
table 5, Negroes are more likely to choose afield 
of specialization that is less rewarding finan- 
cially, (education) and less likely to be engi- 
neers, the most rewarding for bachelor degree 
holders. Add to this the fact that such a large 

proportion of Negroes attend the lowest rank col- 
leges. And, the Negro age structure is such that 
Negroes are more likely to be young if they have 
a college degree. By each factor, the Negro has 
a disadvantage and none of the factors offset 
others, but rather they reinforce each other. 
Even though $49 of the difference in white and 
nonwhite weekly earnings is due to color, the ac- 
tual difference in mean weekly earnings was $67. 
The difference between $67 and $49 is due to 
other factors than color. Being nonwhite, and 
the attributes, choices and opportunities that 
are associated with being nonwhite, caused non- 
white earnings to be 51 percent of white earnings 
for men with bachelor's degrees. 

Table 4.- -THE EFFECTS OF COLOR ON THE AVERAGE WEEKLY EARNINGS OF COLLEGE MEN, LEVEL OF DEGREE 

Color 

Gross effects Net effect2 

b 

Mean weekly 
earnings 

in dollars 
b 

Mean weekly 
earnings 
in dollars 

Level I 

White Intercept 214 Adjusted Intercept 214 
Nonwhite -67 17.7 147 -49 17.5 165 

Level II 

White Intercept 232 Adjusted Intercept 231 

Nonwhite -83 29.1 149 -48 27.9 183 

1Regression of earnings on color. 
2Regression of earnings on color with college rank, age, and field of specialization as control 

variables. 

Table 5.-- DISTRIBUTION OF SAMPLE AMONG COLLEGE RANKS AND FIELD OF SPECIALIZATION FOR MEN 
WHOSE HIGHEST DEGREE IS A BACHELOR DEGREE, TOTAL AND NEGRO 

College rank Total Negro Field of specialization Total Negro 

Total, all ranks 100.0 100.0 Total, all fields 100.0 100.0 
0 2.8 24.0 Education 13.5 34.0 
1 11.7 36.0 Biological sciences 5.0 4.0 
2 14.6 6.0 Business and commerce 25.2 18.0 
3 30.4 8.0 Engineering 20.6 4.0 
4 22.6 16.0 Health 2.6 8.0 
5 10.6 6.0 Humanities 6.0 0.0 
6 7.3 4.0 Physical sciences 9.0 14.0 

Religion 0.6 0.0 
Social sciences 12.5 14.0 
Other 3.2 0.0 
Not reported 1.8 4.0 
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Table 6.-- CHANGES IN SIZE OF REGRESSION COEFFICIENTS FOR INDEX OF FRESHMEN APTITUDE 
DUE TO THE ADDITION OF "COLOR" AS A CONTROL VARIABLE 

Degree group and rank 
of college as mea- 

sured by the index of 
freshmen aptitude 

Regression 
coefficient 
without 
color 

1 

Increment in 
mean earnings 
over preceding 
aptitude group 

in dollars 

Regression 
coefficient 

with 
colors 

Increment in 
mean earnings 
over preceding 
aptitude group 

in dollars 

Level I 

Intercept 46 -- 63 -- 
1 26 26 13 13 
2 41 15 25 12 
3 50 9 35 10 
4 59 9 43 8 
5 81 22 65 22 
6 100 19 84 19 

Level II 

Intercept 55 -- 65 -- 

1 26 26 21 21 
2 92 66 85 64 
3 80 -12 75 -10 
4 86 6 79 4 
5 62 -24 58 -21 
6 122 60 118 60 

'Regression of earnings on college rank, with age and field of specialization as con- 
trol variables. 

2Regression of earnings on college rank, with color, age, and field of specialization 
as control variables. 

Background variables 

Earlier studies have demonstrated that back- 
ground factors are important in determining a 

person's educational attainment.5 Whether or not 

the parents have a college education has been 
shown to be important in determining if a child 
will get a college education or degree. The re- 
gression analysis presented here suggests that 
among college graduates, the educational attain- 
ment and occupation of the family head does not 
have a demonstrable effect on earnings. Of the 
two variables, it was found that father's occu- 
pation has a stronger influence than the father's 
education even though neither were important. 
Whether or not a man lived in a metropolitan area 
when he graduated from high school proved to be 
of minimal importance. 

CONCLUSION 

Using all of the variables we have consid- 
ered, including the background variables, about 
13.5 percent of the variation in earnings for 
college men with bachelor's degrees and 18.4 per- 
cent for men with Level II degrees can be ex- 
plained. Using college rank, age, field of spe- 
cialization, and race we can explain 13.4 percent 
of earnings variation for Level I and 18.0 per- 
cent for Level II. There are, of course, many 
factors which affect earnings that have not been 
taken into account in this analysis. More of the 
variation in earnings could have been explained 
if it were possible to measure factors such as 
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physical and mental health, personality, ambition, 
and intelligence. 

Earnings appear to be positively related to 
college rank, as measured by the index of fresh- 
man aptitude. In addition, some choices of major 
in college are clearly superior to others in 
terms of earnings potential. However, the same 
majors are not the most promising at all degree 
levels. Furthermore, nonwhites have an earnings 
disadvantage even after accounting for the rank 
of their college, their age, and college major. 
For Negroes, all of the factors we have consi- 
dered, work cumulatively to lower their earnings 
as compared to whites. The family background 
variables studied seem to have almost no effect 
on earnings. 
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FOOTNOTES 

'Another factor may counteract or overwhelm 
this underestimation of significance. Since the 
Current Population Survey is taken from a stati- 
fied sample, the measures of variance derived for 
statistics from this sample will tend to be 
smaller than these that would be derived from a 
random sample. 



FOOTNOTES -- Continued 

2The adjusted intercept for college rank is 
calculated as the of the multivariate inter- 
cept and the products of the regression coeffi- 
cients, for age, field of specialization, and 
race, and the proportion of the sample falling in 

each category of these variables. Net mean earn- 
ings for college rank are then derived as the sum 
of the adjusted intercept and the appropriate 
regression coefficient for college rank. Thus 

the net mean earnings data indicate the effects 
of college rank after the effects of age, field 
of specialization, and race have been accounted 
for. Net mean incomes for age, field of special- 
ization, and race are calculated similarly. 

3lndeed, the regression coefficients. might be 
said to measure the cardinal distances between 
aptitude groups. If one chooses to define col- 

lege quality in terms of the relative earning 

power of graduates from the different rank col- 

leges, we are measuring college quality rather 
than testing a hypothesis that relative college 
quality is related to earnings. 

4Using either field of specialization or occu- 
pation alone makes the results biased in the sense 
that earnings effects would be allocated to one 
factor when both share in their determination. If 
we had included occupation as a variable, the re- 
gression coefficients for the several fields of 
specialization would have been smaller and pro- 
bably less statistically significant. However; 
for the questions being asked here, occupation is 
not useful as a variable. Since one's college ma- 
jor influences his occupation and not vice versa, 
some of the effects that would be attributed to 
occupation would actually be due to college major. 
Thus, if occupation were included in the regres- 
sions, the effects of one's choice of a college 
major would be underestimated. 
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An additional factor to consider is the as- 
sumption of additivity in the regressions for 
field of specialization. It is shown below that 
there is a significant interaction effect between 
age and field of specialization. Typically, an 
engineer or a physicist has an initial earnings 
advantage over a lawyer or a doctor, but the same 
relationship does not hold for persons in middle 
or late career. Therefore, to come extent the 
earnings differentials due to age and field of 
specialization are not being separated from one 
another by this analysis. 

MEDIAN INCOMES IN OCCUPATIONS FOR PER- 
SONS WITH 5 OR MORE YEARS OF COLLEGE, BY AGE: 
1960 

Selected 
occupation 

Age (years) 

25 
to 
34 

35 
to 
44 

45 
to 
54 

55 

to 
64 

Lawyers and judges 7,272 12,157 14,636 13,635 
Electrical engineers 9,010 11,529 11,142 10,145 
Physicians & surgeons 
Physicists 

4,866 
8,808 

19,663 
11,676 

21 

( 
17,664 

(NA) 

Source: U.S. Bureau of the Census, U.S. Cen- 
sus of Population: 1960, Subject Reports, Occu- 
pation by Earnings and Education, Final Report 
PC(2) -7B, U.S. Government Printing Office, Wash- 
ington, D.C:, 1963. 

5Brazer, Harvey E., and Martin David, "Social 
and Economic Determinants of the Demand for High- 
er Education," in U.S. Department of Health, Edu- 
cation, and Welfare, Office of Education, Econom- 
ics of Higher Education (Washington, D.C., U.S. 

Government Printing Office, 1962), pp. 21 -42. 
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RANKING COLLEGE BASKETBALL TEAMS 

M. L. Goodman, Bell Telephone Laboratories, Incorporated, Murray Hill, New Jersey 

I. Introduction 

The problem of ranking college 
basketball teams belongs to the class of 
problems associated with analyzing the 
results of a paired comparisons experi- 
ment; that is, an experiment in which a 
set of objects are compared two at a time, 
and the better one in each pair is identi- 
fied. The reader should bear in mind that 
the results presented in this paper are 
applicable to the general paired compari- 
sons experiment although the paper is 
written in the terminology of sports, 
using such words as "team' and game 
instead of "object" and "comparison". 

There is a considerable literature 
to draw upon for analyzing paired compari- 
sons experiments, but there are two major 
reasons why most published methods are 
inappropriate for ranking college basket - 
bell teams. First, most of the methods 
are directed towards the balanced tourna- 
ment in which every team plays every other 
team the same number of times. College 
basketball is very unbalanced. Secondly, 
most of the methods are oriented towards 
selecting the best team in the tournament 
or in making tests of hypothesis about the 
equality of different sets of teams. In 
the present case, we are concerned with 
obtaining an ordered ranking of all the 
teams. 

There is also a wide range in the 
amount of information which can be incor- 
porated into a ranking algorithm. One 
may restrict oneself to utilizing only 
the knowledge of the better (winning) team 
as is the case with the methods of this 
paper. As an extension, one might include 
information on the measure of difference 
between the two teams. This is usually 
accomplished by including the score of the 
game as part of the data, and such methods 
tend to be oriented toward regression or 
analysis of variance techniques. 

Finally, one might include in the 
data various additional measures obtained 
for the individual members of each team. 
Of course, the more measures one intro- 
duces, the greater is the danger that an 
unexpected interaction between the mea- 
sures will be introduced which may render 
the rankings invalid. For example, in 
many sports, hockey in particular, an 
"all- star" game is played in which the 
first -place team plays against an "all - 
star" team composed of the best players 
from the remaining teams in the league. 
Almost any algorithm which used measures 
based on the players' performances would 
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rank the all -star team ahead of the first - 
place team - yet the first -place team sel- 
dom loses such games. This is usually 
attributed to such causes as teamwork and 
spirit, which are impossible to include 
in an objective ranking scheme, but cer- 
tainly do exist. 

In light of these comments, it seems 
reasonable to define three desirable pro- 
perties that any objective ranking scheme 
should contain. 

First, a scheme should restrict it- 
self to objective data. For ranking 
sports, this means that only the results 
of games should be used and no modifica- 
tion should be included because a key 
player may have had an upset stomach. The 
amount of objective data to be used may 
vary, but one should keep in mind the 
aforementioned danger of including too 
much. 

Secondly, the scheme should be 
impartial. This means that if a team has 
a certain rank then any other team with 
the identical record (with respect to the 
algorithm) should have the exact same rank. 

Finally, the scheme should be 
directionally invariant. This property, 
which was originally proposed by W. A. 

Larsen [4], means that if a ranking of all 
the teams has been computed and then two 
teams play one additional game, the rank 
of the winning team shall not decrease, 
nor shall the losing team's rank increase. 

II. Currently Used Methods 

At present, college basketball teams 
are ranked by the two major news services, 
the Associated Press (Al and the United. 
Press International (UPI They derive 
the ranking by polling voters: the voters 
in the UPI poll are a consistent panel of 
35 coaches, while the panel for the AP 
poll consists of a varying group of 35 to 
45 sportswriters. 

Prior to 1968, both polls asked each 
voter to name what he considered the top 
ten teams. Every first place vote received 
10 points, a second place vote earned 9 
points, and so on. The polls totaled the 
votes received by each team and then 
released a list of the top ten vote 
the so- called top ten teams. They also 
released a list of all other teams receiv- 
ing any votes. 

In 1968, the AP initiated an arbitrary 
elaboration on the simple scheme: voters 



were asked to list the top 15 teams. 
Points were assigned on a 20-18-16-14-12 - 
10-9-8-7-6-5-4-3 -2 -1 basis, and a list of 
the top 20 teams were released. (The UPI, 
while continuing to vote on only ten teams, 

also began listing the top 20.) 

The unusual point assignment used by 
the AP does not lack precedent; for ex- 
ample, in balloting for the most valuable 
player in baseball, each voter ranks ten 
men, and a weighting system of 14- 9 -8 -7- 
...-1 is used. 

The methods currently in use suffer 
from the serious defect that the identi- 
ties of the voters will influence the out- 
come of the poll. For example, a coach 
in the UPI poll can virtually assure his 
own team being ranked in the top 20 by 
ranking it fourth or fifth himself. A 
fourth place ranking gives a team 7 points 
and a team with 7 points will usually be 
ranked between 16th and 19th in the UPI 
poll. Such a situation seemed to exist 
in the 1968 -69 UPI basketball poll when a 
well -known Western school received six or 
seven points almost every week even though 
their record was mediocre, and, moreover, 
they received no points at all in the AP 
poll. This meant that no writer thought 
this school belonged in -The top 15, but 
some coach thought they were fourth. Of 
course, this defect is partly due to a 
system which ranks 20 teams when only 10 
are voted on, and it would appear no mat- 
ter what weights were used. One way to 
combat it might be to prevent any coach 
from voting on his own team and then mul- 
tiplying the total votes for his team by 
N /(N -1). 

A more serious aspect of the same 
defect is that no coach or writer can 
watch every good team play. Consequently, 
their vote will partly reflect the few 
schools that they have actually seen play. 
For the rest, they will consider a team's 
record; specifically, whom they have 
beaten and to whom they have lost. 

Here an interesting proposition 
arises: since much of the ranking is al- 
ready done on the basis of whom a team 
has played, it seems reasonable to create 
an impartial, formal mathematical method 
for doing so. The remainder of this 
paper will discuss the problems in creat- 
ing such a method and will describe a 
method which seems to yield a reasonable 
ranking of the college basketball teams. 

III. Forerunners 

Our first attempt to develop a rank- 
ing algorithm commenced with an investi- 
gation of a method proposed by Wei [5] 
and published by Kendall [3]. This method 
is based on the hypothesis that the win- 
ning team in a round robin tournament 
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should not necessarily be the one with 
the most victories; rather teams should 
get more credit for beating good teams 
than poor ones. To accomplish this end 
the method usesas ranks the eigenvector 
corresponding to the largest eigenvalue 
of the won -lost matrix, W. This matrix 
is defined by its elements: wij = the 
number of times team i has beaten team j. 
Since the eigenvector has the property 
that premultiplying it by the matrix is 
the same as multiplying it by a constant, 
the value assigned in the ranking to any 
particular team may be seen to be the nor- 
malized sum of the values of the teams it 
has defeated. Thus a team does get more 
credit for defeating a good team. It was 
the eigenvector corresponding to the lar- 
gest eigenvalue that was used because the 
method as originally developed used an 
iterative procedure to determine the rank- 
ings, and when this method is applied to 
the original won -lost matrix, it is the 
largest eigenvector which is obtained. 
Additional statistical implications and 
interpretations of using this specific 
eigenvector need to be studied further. 

This ranking method was applied in 
Kendall's original paper to only the re- 
sults of a balanced, round -robin tourna- 
ment. We, of course, want to apply it to 
a very unbalanced case. To do so, data 
was gathered for the 1968 -69 college 
basketball season on 191 teams. The de- 
tails of the data gathering are given in 
the Appendix. 

One important consideration was how 
to include games played by schools in the 
group of 191 against schools not in the 
group. The magnitude of the problem may 
be seen in Table 1 which contains the dis- 
tributions of total games played and non - 
group games played by the schools in the 
study. It may be seen that while the 
average team played 25 games, only three 
were against non -group opponents, and only 
four schools played more than half their 
games against such opposition. Several 
modifications were tried to account for 
these games; none of them seemed to have 
a serious effect on the rankings; and the 
results of such games have been omitted 
from the rankings included in this paper. 

A sample of the results of directly 
applying Wei's method to the 1968 -69 
college basketball data is given in the 
K -score column of Table 2. These may be 
seen to differ substantially from the AP 
and UPI rankings for the same week. More - 
over, several schools with mediocre reccads 
are included in the K- score's top 20, and 
all of the teams belong to major confer- 
ences; in fact, 17 of the top 20 belong 
to just four conferences, the Big Ten, 
Big Eight, Pacific Eight, and Western 
Athletic. Wei's method may thus be seen 
to inflate the ranks of conference schools 



at the expense of independents; the sup- 
reme example of this for the week of 
March 2 is that Stanford of the Pacific 
Eight Conference with a won -lost record 
of 8 -17 was ranked 25th while LaSalle, 
one of the top Eastern independents, was 
ranked 59th, even though their record was 
23 -1. 

It was felt that perhaps one of the 
reasons that Wei's method performed poor- 
ly in the unbalanced case was that while 
it was ranking teams on the basis of whom 
they have beaten, it was completely ig- 
noring all information about to whom they 
had lost. This is not a serious drawback 
in the balanced case since all teams play 
the same number of games against the same 
opponents and losses are considered in 
that they are games which are not won. 
Such is not the situation, however, in 
the unbalanced case; hence an alternative 
method was developed which utilizes in- 
formation on both wins and losses. 

IV. Proposed Method 

This alternative method, which is 
similar in nature to Wei's, attempts to 
account simultaneously both for whom a 
team has lost to as well as for whom a 
team has beaten. To do this it assumes 
that every team has some underlying value. 
For a given team this value is the nor- 
malized sum of the values of the teams it 
has beaten minus a correction for the 
teams to whom it has lost. For each loss, 
this correction is computed to be 

vmax - 
VL, where max is the value of the 

top ranked team and VL is the value of 

the team to whom you lost. 

The method may be most easily under- 
stood by referring to formulas (4.1) to 
(4.4). Thus, the value of the jth team, 

is determined as 

where 

N 

and 

Uj -Tmin' 

where 

(4.1) 

(4.2) 

= VW (max-VL) 
W =all L=all 
teams teams 
beaten lost to 

Vp - NL max 
p =all 
teams 
played 

(4.4) 

where NL number of games lost. 

An iterative procedure is used to 
determine the rankings derived by this 
method. Thus, if at some point in the 
iterative process, we have a vector of 
ranking values, V, then the value for the 
jth team in the Text iteration is computed 
as follows: First obtain the T. value 

which is equal to the sum of the values 
of the teams defeated minus the correction 
for teams lost to as in equation (4.4). 
Next, the bottom ranked team is constrained 
to have a value of 0; this is accomplished 
by the subtraction in equation (4.3). 
Finally, in order to achieve convergence, 
the sum of the values for all teams is 
constrained to equal N /2. The value N/2 
was chosen because the sum of the teams' 
won -lost percentages will also approxi- 
mately equal N /2; it was felt that this 
approximate equality would enable compari- 
sons to be made between a teamts percen- 
tage and its ranking value. In any case, 
the constant, K, of equation (4.2) is the 
divisor necessary to yield the correct 
sum, and equation (4.1) merely indicates 
the division. 

Under this method it may be seen that 
a team gets no credit for beating the 
poorest team in the country, but loses 
nothing for losing to the best. In addi- 
tion, when two good teams play, the one 
who loses is penalized very little in re- 
lation to all other teams (since Vmax -VL 
will be small), while the one who wins 
gains quite a bit. The converse is true 
for a game between two poor teams. 

Finally, the method quickly iterates 
to a vector of stable values. Using the 
college basketball data and using the won - 
loss percentages as the first vector of 
values in the iterative process, the au- 
thor has found the five digit accuracy is 

(4.3) obtained within 20 iterations. 
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The results of applying this method 
to the March 2 data are given in the G- 
score column of Table 2. It may be seen 
that these ranks do bear some resemblance 
to those produced by the news services, 
and the author would, of course, argue in 
favor of the G -score rankings because, as 
will be discussed in Section V, these 
rankings must closely satisfy the cri- 
teria set forth at the beginning of the 
paper. In addition, the final rankings, 
including all post -season tournament 
games, for all 191 teams are given in 
Table 3. 

V. Summary 

This paper has discussed three pos- 
sible methods for ranking teams in badly 
unbalanced tournaments, and the methods 
have been applied to college basketball. 
It seems appropriate to examine how well 
the three methods conform to the three 
criteria for ranking algorithms set forth 
in the beginning of the paper. These 
(i) objectivity, (ii) impartiality, and 
(iii) directional invariance. 

The news service polls, as, discussed 
earlier, are neither objective nor im- 
partial. Due to the psychology of the 
voters they are likely to have directional 
invariance, but this property cannot be 
proved. 

Wei's method is both objective and 
impartial but is seriously deficient 
in directional invariances as several 
test cases have shown. 

The alternative method is also both 
objective and impartial. Tests have 
shown that it is also directionally in- 
variant except in one rare case where a 
team defeats the poorest team in the 
country having already defeated that team 
earlier in the season. In such a case, 
the winning team adds nothing to its T 
value in equation (4.4) but the losing 
team has its T value decreased by 

max - VL. In equation (4.3), Tmin is 

now smaller than before; hence the U and 
V values of all teams are increased. 
Now, since the worst team is lower ranked, 
relative to the other teams, than it was 
before, the teams which have earlier 
beaten this poorest team have their T 
values increased less than the average. 
Hence, the winning team in the game just 
played shows a less than average increase 
due to the poorest team having lost again, 
and gets nothing for its latest win. It 
thus can fall in the rankings. As men- 
tioned above, however, such cases are 
extremely rare. This seems a small price 
to pay for a method which seems to have 
so many desirable properties, including 
the ability to rank more than one unde- 
feated team. 
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Finally, it seems worthwhile to ask 
how this method behaves in the completely 
balanced case for which method was 
originally developed. Tests on sample 
data have shown that in the completely 
balanced case the ranking values derived 
by the proposed method are merely a linear 
transformation of the won -loss percentages. 
This result leads this author to conclude 
that these percentages yield the most 
reasonable ranks in the balanced case 
while the proposed algorithm should be 
applied in very unbalanced situations. 

APPENDIX 

The college teams that have been 
included in this ranking are those whose 
complete schedules were available to the 
author prior to the start of the 1968 -69 
college basketball season. The schedules 
of 190 of the teams were found in the 
Basketball Yearbook [2]. The schedule 
for Long Island University was given in 
the New York Times [1] and this school 
was included in the rankings because it 
played most of its games against schools 
already in the group. 

Most of the results of the games were 
called by the author from the daily sports 
pages of the New York Times. The author 
would like to thank Mr. James Blinn and 
Mrs. Ione Breyer who regularly made avail- 
able sports sections from the Des Moines 
Register and the Chicago Tribune, respec- 
tively. These papers often contained 
scores of games not reported in the Times. 

Finally, the results of all games fbr 

all teams in the study are not included 
in the ranking. This is because the au- 
thor was unable to obtain the results of 
many games played in the Rocky Mountains 
and Far West, due to the somewhat parochial 
orientation of his sources which were lo- 
cated in the East and Midwest. This in- 
completeness of results has no effect on 
the ranking algorithm described in this 
paper; it does mean, however, that the 
ranks reported in this paper are not the 
absolute, final season rankings for the 
1968 -69 college basketball season. To 
remedy this, the author would greatly 
appreciate any readers who can supply an 
accurate record of schools whose records 
as given in this paper are incorrect or 
incomplete. 
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Total Games Played 

# Games # Teams 

18 1 

Games Played Against 
Non -Group Teams 

# Games # Teams 

0 30 

9 3 
1 25 

20 1 
2 27 

21 4 
3 32 

22 6 
4 16 

23 14 
5 

24 40 
6 12 

25 36 
7 6 

26 4o 8 9 

27 18 
9 7 

28 13 10 3 

29 11 5 

3o 3 12 1 

31 1 13 2 

32 1 14 1 

15 1 

Median = 25 
Mean 25.06 

Median 3 
Mean 3,72 

TABLE 1 

DISTRIBUTIONS OF GAMES PLAYED 
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1. UCLA 
2. Purdue 

Kansas 
. Colorado 
. Ohio State 
North Carolina 
Illinois 
Northwestern 

9. Washincton State 
10. Kentucky 
11. Brigham Young 
12. Michigan 
13. Wyoming 
li. USC 

. Missouri 
Drake 

1 . Michigan State 
1 Utah 
19. Iowa State 
20. Kansas State 

24 
18 
20 
19 
15 
22 
17 

17 

6 
13 
20 
14 
14 
21 
11 
14 
13 
12 

L Score 

o 2.798 
4 2.159 
5 
6 

1.731 
3 1.719 

9 1.645 
8 1.544 
4 1.511 

11 1.511 
9 1.367 
7 1.349 

11 1.342 
9 1.335 
4 1.306 

10 
13 1.234 
12 _.282 
12 1.260 

45 writers vote for 15 teams. 

35 Coaches vote for 10 teams. 

AP 

UCLA 24 
LaSalle 23 
Santa Clara 24 
North Carolina 22 
Davidson 
Purdue 
Kent 
St. John's 22 
Duquesne 19 
Villanova 21 
Drake 21 
New Mexico State 23 
South Carolina 19 
Marquette 21 
Louisville 21 
Boston College 20 
Notre Dame 20 
Colorado 
Kansas 
Illinois 

L 
o 
1 
1 

3 
2 
4 
4 
4 
3 

4 
2 

5 4 
4 
3 
5 

19 6 

5 

UPI 

Points* 

898 UCLA 
724 Santa Clara 
650 North Carolina 
606 Davidson 
573 LaSalle 

Purdue 

335 St. John's 
292 Duquesne 
203 Villanova 
159 Drake 
154 New Mexico State 
122 Wyoming 
119 Notre Dame 
102 Colorado 
85 South Carolina 
61 Marquette 
46 Kansas 

Boston College 
Princeton 38 

TABLE 2 

L Points" 
24 o 350 
24 1 254 
22 3 244 
25 2 204 
23 
19 4 173 173 

22 4 92 
19 3 44 
20 4 44 
21 4 
23 2 

20 5 
19 6 
19 5 
12 4 

20 5 
23 3 
19 6 

RANKINGS INCLUDING GAMES OF MARCH 2 

Points are given on a 20- 18- 16- 14- 12- 10- 9- 8- 7- 6- 5- 4 -3-2 -1 basis. 

Points are given on a 10- 9- 8- 7- 6- 5- 4 -3 -2 -1 basis. 

G-Score 

Score 

1. UCLA 24 D. 1,.056 
2. North Carolina 22 3 .967 
3. Davidson 25 2 .940 
4. St. John's 22 4 .931 

Villanova 21 
23 1 

.905 
901 

7. Purdue 18 .867 
8. Santa Clara 24 1 
9. Kentucky 20 4 8555 
10. Drake 21 4 9 
11. Duquesne 19 3 .847 
12. New Mexico State 23 3 .839 

Notre Lame 20 5 .836 
1 . South Carolina 19 5 .823 
15. Illinois 17 819 
16. Boston College 20 3 .818 

17. Kansas 20 .789 
18. Louisville 18 .787 
19. Ohio State 15 

7 
.767 

20. Dayton 20 .767 



1968 -9 COLLEGE BASKETBALL SEASON 

L 

1 u C L A . 29._.- 0. 967-_-- 
2 NORTH CAROLINA 27. 5. 0. 0.844 1.OE563a 
3 o.- 0.900 

- - - - 
4 23. .5. 0. 0.821 1.0f65071 

JOHN'S 67-0. 0,793 0.9'.12849 
6 DRAKE 26. 5. 0, 0.439 0.9:.38918 
7'BOSTON -24.- - 4 0.857 0.9:92973 
8 LA SALLE 23. 1, 0. _0.958 
9 5.- 0.821 0.9:50950 

10 WEBER STATS 26. 3. 0, 0.897 0.9427276 
`11- 21. 5. 0. 0.804 0.9C i 

12 YZLLANOVA 21. 5, 0,0,808 0.8 32999 
13 -SANTA CLARA - -0. 0.931 l0.8E62a88 
14 ILLINOIS 19. 5. 0. 0.792 0.8158470 
15 7. 0,708------0-.8212137 
16 TFHPLE 22. 8. 0. 0.733 0.8277542 

21. 1. 0.750 0.82191í9 
18 NEW 24. 5. 0. 0.828 0.8210571 
19 MARQUETTE - -- 24 ; - -5; 0,- ̀ 0,828- :7870573 
20 COLUMBIA 20. 4. 0. 0,833 0.7835201 
21 RUTGERS 21. 4. 0,840 `0.7787215 
22 21. 6. 0. 0,778 0.7780006 

20. 0, 1 0;7769133 
24 TENNESSEE 21. 7. 0, 0,750 0.7752372 
25- PRINCETON. 7. 0.0.731 Ó:772S692 
26 WASHINGTON STATE 18. 8. 0, 0.692 0.7599324 

-27- COLORADO --- '7; 0.5 0.750' 0.7508259 
28 KANSAS 20. 7. 0, 0,741 0.73.51411 

0:73 
30 WAKE FOREST 18. 0.667 0.7136241 
311 DAYTON 20. -7.----0.--0.741 0.7019833 
32 FLORIDA 18. 9. 0. 0,667 0.6919419 
33 -TULSA 20, 8. 0. 0.714 0.6837789 
34 STATE 27. 6. 0, 0.786 0.6762702 

d 0.708 
36 ARMY _18, 10. 0. 0.643 
37 MASSACHUSETTS 17, 'o.--0.709-- 0.6630674 
38 ST. 21. 7. 0. 0.750 
39- 7. 0. 0, 720 
40 WYOMING 20. 9. 0. 0.690 

T UAS A 18. 9. 0. 0.667 
42 FLORIDA STATE 18. 8. 0.692 
43 SAILOR 18. - '0.750 

SOUTHERN 15. 
MICHIGAN 13.-1'1. 0, 0.542- 

46 FORDHAM 17. 9. 0, 0.654 
IT. 15. 10. 0.6`0 

48 HOLY CROSS 17. 8. 0.680 
-0.654 

50 MONTANA STATI 17. 6. 0. 0.680 
51' ARIZONA 17. -10. 0, -0,630.-- 
52 VANDERBILT 15. 11. 0. 0.577 

19., 9. 0, 0.679 
54 ST JOSEPH'S 17. 11. 0, 0.607 

"55-WESTERN KENTUCKY 16. 0. .0,640 
Si CINCINNATI 17. 9. 0,654 

0.6614033 
-0.6485279 

0.6452762 
0.6439517 
0.6385160 

0632300 

0.6333660 

0.6264317 
0.6276469 
0.6216159 
0.6213655 
0.62102F3 

0.6118016 

0.6061935 
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57 WEST TEXAS STATE . 8. 0.667 0.5992673 - 
DUKE 1.5. 14. 'O. 0.517 0.5985894 

59 15. 10, 0. 0.600. . 0.5972895 

61 HOUSTON 10, 0.615 0.5A00901 
62' 17. 9. 0.5789539 
63 MINNïSOTA 12. 12. 0, O.500 0.5782612 

0.5776248'-_. 
65 STATE 13. 9. O. 0.591 0.5751085 

0.5750757 
67 LONG ISLAKD 17. 6. O. 0.739 0.5716541 

--68 MICHIr:AN STATE 12. 0.478 ""--0:5711356 
69 CREIGIITON 13. 13. 0. 0.500 0.5693349 i70 A. 0.654 
71 EASTtRN 13. 8. O. 0.619 0.5607576 

11. 0;7-0.558 
73 SOUTHERN ILLINOIS 17. 7. O. 0.708 0.5586438 
74-DETROIT 

. .0.- 0.615 ---0.5561265 
75 13. 13. 0. 0.500 0.5556530 
76 PENNSYLVANIA 0. 
77 12. 12. O. 0.500 0.5511747 

- 17. 9. 0. 
79 BRIGHA:1 17. 12., O. 0.586 
AO NEW - 0.571 0.5482714 

ST. FAANCIS (PA) 14. 8. 0.5458268 
52 STATE 0.5423048 

TEXAS PASO 1S. 9. 0. 0.625 0.5355758 
0.609 0.52924-0"7 

13. _13. 0. 0.500 0.5254479 
UNIVERSITY- 0.+ 0.583 Ó.5232376 

87 JACKSONVILLE 16. 7. 0, 0.696 0.5216934 
JOSE STA?E --16: 0.5165821 

89 MANHATTAN 13. 9. 0. 0.591 0.513ñ60 
17, 11, 0, 0.50965 

91 IOWA STATE 13. 0. 0.519 0.5026102 
0;- 0.609.- 

93 OKLAHOMA CITY 20. 9. 0, 0.690 0.4993614 
;4-GEORGIA 11:---t2.----0.--.0.520 0.8986426- 
9S TEXAS STATE 15. 0.600 0.4982091 

17383 
97 CALIFOSNIA 12. 13. 0. 0.480 0.4434951 
98- GONZAGA 
99 EAST TENNESSEE ST. 16. 11. 

IVDIANA . 

. 

101 UTAH 13. 
4TAT4 

103 MISSOURI 14. 11. 
---104-Dr PAUL 14: 1 1. 

105 OREGON STATE 12, 14. 
---106-VIRGINIA TECH 

107 TOLEDO 13. 11. 
11, 11, 

0.421 0:4900799"-- 
0. 0,593 0.4900774 
0,--0,375 
O. 0.519 0.4848205 

O. 0.560 0.48300i1 
O. 0.560 
O. 0.462 0.46947:2 

0. 0,542 0.4636003 

109 SOUTHERN METHODIST 12. 12. 
110 HARDIN- NIMMONS .- -'12.' 13. 
111 BUTLER 12. 14. 
112 GEORGE. WASHINGTON 

' 14. 11. 
113 ILLINOIS 13. 12. 

11. 15. 
OKLAHOMA STATE 13. 13. 

10 ,7 
14. 12. 

0, 0.500 0.452947G 
0.449671: 

0, 0.462 0.4491024 
O. 0.560 
O. 0.520 0.4377969 

0. 0.500 0.4285234 
0. "0.400 
0. 0.538 0.4239027 



118 WEST VIRGINIA 
119 IDAHO 
120 NENRASKA 

--Ur-NIAGARA NIAGARA 
122 TECH 
123 GTORGETOWW 
124 C C N Y 

125 - 

126 HoFSTRA 

128 
129 GEORGIA TECH 

13. 14. 0.481 0.4235923 
7. 12. 0. 0 .368 0.4218751 

12. 14. 0, 0.462 0.4183628 
11. 6.458 
12. 11._ 0. 0.522 0.4148331 
12. -12.-- 0. 0 .500 0.4121817 - - 

3. 16. 0. 0.158 0.4120749 --- 
- 0,560 - 0.4104573 - 

12. 13. 0. 0.180 0.4097295 
11. 14. 0. 0.440 0.4062102 
13. 11. 0. 0.542 0.4030226 
12. 13. 0. 0.480 0.4025187 

_130_IoNA 11. 11. 0. 0.500 0.3981713 
131 MIDDLE TENN: STATE -13. 13. 0. 0.500 0.3976493 
132 11. 14. 0. 0.440 0.3966306 

14. 0. 0.417 0.3857803 
134 WICHITA STATE 12. 15, 0.444 0.3856060 
135 -STANFORD ---9. 17.----0-.---0.346 0.3814375 

- --137 
136 VERMONT 12. 11. 0. 0.522 0.3803636 

TEXAS CHRISTIAN - - - 13. 12. 0,- - 0.520 0.3764107 
138 SET HALL 16. 0. 0.360 0.3763733 

MARSHALL 9. 15. 0. 0.375 0.3763 '352 
40 FAIRFIELD 10. 16. 0. 0,385 0.3756861 
141 WESTERN MICHIGAN 0.3712312 
142 DILAWARE 8. 10. 0,_0.444 0.3701057 
143 NAVY 14. 0.333 0.3683732 
144 MISSISSIppI STATE 8. 17. 0.320 0.3637952 

14, *L0 071679565 
146 CORNELL 12. 13, 0._0,460 0.3620943_ - FABLEIGH DICKINSON-10.- -14.-0.0.417 0-0594347 0.417- - -0- .3594347 
148 LOYOLA (ILL) 9. 14. 0. 0.391 0.3570189 

-149 -RICE . 

0. 3499307 - 
150 IDAHO STATE 

152 RHODE ISLAND 
153 MONTANA 
154 AUSTIN PEAT 
155 RICHZMOND 
156 XAVIER 

TE 

6. 14. O. 0.300 0.3465961 
D 

15. 0. 0.400 0.3369106 
5. 16;0. -0.236 0.3361670 
9. 14. 0. 0.391 0.3350544 

13.. 14. O. 0.481 
10. 16. 0. 0.385 0.3244307 
11. 14. 0. 

158 THE CITADEL 
159 - SYRACUSE 

160 NEW HAMPSHIRE 
161 FORCE 
162 CANISIUS 

_164 UTAH STATE 
165.YALE 
166 BOWLING GREEN 
167 ST. FRANCÍS 
168 ARKANSAS 
16UCLEMSÄN 
170 

"171-ST. MARY'S 
172 DAI,TMOUTH 
X73 LAYFAYETTE 
174 CENTLNARY 
175 ST. 
176 

178 

13. 12. 0. 0.520 
16« 0.360 

9. 15. 0, 0.375 

7. 16. 0. 0.304 
9. 15. 0. 0075 

10. 17. 0. 0.370 
9. O. 0 0.36 
9. 15. 0. 0.375 

1 0. 0.304 
0. 0,417 
0, 
O. 0,261 

0,240 
O. 0.4"00 
O. 0,346 
0. 0.296 
0. 0,231 

7. 6 

10. 14 
7, 19 
6... 17 
6. 19. 

10. 15 
17 , 

_0.3175245 
0.3027223 
0.3005763 
0.1966615 
0.2837577 

_ _0.2624042 
0.2794774 
0.2771720 
0.2765337- 
0.2687935 

.269 0.2676466 
0.2545359 
0.2436783 
0.2378562 
0.2279705 
0.2250639 
0.2189118 
0.217 ?86a 
0.1945456 
0.1899031 

8. 19., 

6. 2W, 
7. 19, O. _0.269 

0. 0.308 - 
7. 
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179.FURMAN 9. 17. 0. 0.346 0.1!00978 
-180PQATLAND 2. 20. 0. 0.091 0.1765330 
181 MEMPHIS STATE 6. 19. 0. 0,240 0.1738683 

. 
183 VIRGINIA MIL INS? 5. 18. O. 0.217 0.1657655 

(LA1 "5. 0.208 -'-"0.1488945 
185 CONNECTICUT 5, 19, 0, 0.208 0.1480441 
186- ALABAMA O. --0:1399336 
187 LOYOLA (CAL) 5. 19. O. 0.208 0.1285840 

189 WILLIAM 4 6. 

191 3. 

0. 
20. O. 0.231 0.0871988 

23. 0. 0.115 0. 



DESIGN: FURTHER EXPLORATIONS 

Robert F. Boruch and Leroy Wolins 
American Council on Education Iowa State University 

Campbell (1965) has loosely defined quasi - 
experimental design as the application of the ex- 
perimental ,mode of analysis to behavioral science 

situátionstwhich do not meet complete requirements 
of classical experimental control or design. He 

has focused primarily on inference problems as- 

sociated with nonrandom assignment of experiment- 
al units to treatments. Other examinations of 
the quasi -experimental paradigm in the behavioral 
sciences have taken the form of analytic concern 

with relaxation of constraints in classical design 
models, and augmentation of common analyses to 

assay or compensate for deviations from classical 
assumptions. Such research has resulted in some 

interesting information about the relations be- 
tween experimental classificatory models and the 
factor analytic models more commonly used by 
social scientist. For example, Gollob (1968) has 
presented a method of examing data which is based 
on a two -way (mixed) analysis of variance model 
in order to account for correlated error. The 

usual analytic procedure is augmented by a prin- 
cipal components representation of matrix of 
interaction parameters. Bock and Bargmann (1966) 
have conducted research which is based on system- 
atic variation of the general factor analysis 
model. Structural characteristics of some models 
are related to the usual experimental designs. 
Maximum likelihood rather than least squares tech- 
niques are used to estimate parameters in this 
case, however. 

In this paper, we snall limit consideration 
to deriving a general relation between a mixed 
classificatory model with fewer constraints and 
a restricted factor analytic model. Demonstration 
and evaluation of the model usage is based on 
simulated data. 

Consider now the situation characterized by 
the following attributes: (a) A mixed analysis 
of variance model is with random main effect 
hypothesized, but alternative models (with fewer 
classical restrictions) are plausible; (b) Primary 

interest lies in the random main effects and inter- 

actions, rather than in the fixed effects. 
These conditions are rather common in psy- 

chological and educational research. Students 
are frequently the random effect, and treatments 
or blocking attributes can be interpreted as the 
fixed effects. Insofar as fixed effect scales 

arse arbitrary in the social sciences, there is 
often little justification for examining absolute 
values of scale scores. Rather, the interaction 
of student and score are most informative to the 

investigator. 
The classical model and assumptions are 

given in equation (1) of the Appendix: a three - 
way ANOV representation with a random main effect. 
Sources of variance involving the random effects 
and random interactions can be examined conve- 
niently by obtaining a covariance matrix in which 
the summation is taken over the random effect 
(subscript i). Assuming that the sample is large 

and using the assumptions indicated, the expected 
covariances can be condensed to expression (5). 

Multipliers of the variance terms are Kronecker 
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deltas. 

If the fixed effect scales are arbitrary, 
one can equate the averages to some constant 
value so that fixed main effects and the fixed 
interaction are unaffected by the procedure. One 
can show that adjustment of the observed scores, 

Yijk to yijk, does not alter expected values of 
the covariances (Stanley, 1961). 

Suppose we now relax the assumption of unit 
weighting of each random effect in this model. 
Instead, the factors can be weighted differential- 
ly, depending on the specific jk combination (7). 

It is not unreasonaiire to conjecture that the 
weights attached to effects are a function of a 

specific treatment -block combination, for example. 
If the classical assumptions are true, the Ajk, 
Bjk, Cjkcan be interpreted as the variance com- 
ponents associated with random effects. When 
parameters are dependent on jk, the squared esti- 
mates provide something like variance components 
within a jk combination. 

Given this last equation, the substitutions 
indicated in equation (8) are made in order to 
conform to common factor analysis model notation. 
The expectation of the dispersion matrix under 
this model is given in equation (11), and matrix 
definitions are given in Appendix II for the case 
of j= 1,2,3, kI,II,III. 

This is of the form of the usual factor ana- 
lytic model considered by Lawley(1940) and others. 
It is restricted in the sense that certain factor 
structure and factor correlation matrix elements 
are constrained by the investigator to be zero, 
and the others are free and must be estimated. 

Note that the dimensions and attributes of 
the factor structure and factor correlation matrix 
are a function of the original experimental design. 
In order to assure a meaningful solution, one 
must attend to the uniqueness of the hypothesized 
factor structure. Anderson and Rubin (1956) and 
Koopmans and Riersol (1950) provide sufficient 
conditions for indentification (up to rotation) 
of the solution. For parsimonious data descrip- 
tion and for easy interpretation of results, the 
correlations among the factors (Xi, Xij,Xik) are 
usually assumed to be zero. In tliis orthogonal 
case, the matrix is an identity and the factor 
structure given is unique. 

Estimation of Parameters 
The maximum likelihood estimates of free 

parameters in the restricted factor analysis model 
can be obtained by using an extension of Lawley's 
(1940) method. Joreskog and Gruvaeus (1967) pro- 
vide detailed description of the procedure, and 
an excellent computer program for its implementa- 
tion. One can impose on the hypothesized factor 
structure and on the factor correlation matrix a 
priori constraints that certain parameters are 
exactly equal to zero. This restricted maximum 
likelihood factor analysis (RMLFA) allows the in- 
vestigator to make a large sample, Chi- square 
test for goodness of fit of the model to the data. 

The procedure recommended by Joreskog (1967) 
for evaluation of goodness of fit is a sequential 
one. After successively altering the factor 



structure hypothesized, one accepts the solution 
having the best fit at the probability level 
specified. Since the tests are conditonal, one 
knows only that the probability of the accepted 
structure being different from the true struc- 
ture is less than or equal to the specified sig- 

Joreskog further suggest random 
division of the sample into halves, using one 
half to generate a final hypothesis of interest 
in a sequential manner, and the other half to 

test the hypothesis. His recommendations refer 
largely to testing hypotheses about the number 
of factors in the unrestricted (i.e., no fixed 
elements) factor analytic model. Lacking in- 

formation to the contrary, we shall assume that 
much the same procedure is appropriate im making 
sequential decisions about modification of the 
restricted model. 

Simulation of Data 
In order to assess the utility of the model 

and of the sequential procedure described earlier, 
a pilot Monte Carlo study was initiated. The 
four basic factor structures considered are pro- 
vided in Table 1; attention is restricted to 
orthogonal structures only. 

Random floating point numbers, distributed 
NID (0,1) were generated and used as the independ- 
ent variates (i.e., factor scores) in the factor 
analytic model. Sample size is restricted to 
be 200, and number generation was accomplished 
using a computer program (Control Data 3600) de- 
veloped by Wolfe (1968). Two samples, each con- 
sisting of 200 units, comprise the validation 
sample (for a test of the final hypothesis). 
Linear functions of the random variables were 
computed on the basis of population factor load- 
ings indicated in the matrices of Table 1 and the 
model (8) given in the Appendix. Variance- covari- 
ables were derived from the resulting sample ob- 
servations. 

The generated independent random variables 
conform closely to normal curve frequencies. Chi - 
square tests of hypotheses that the variance -co- 
variance matrix for the independent varialbes is 

a sample from a population whose covariance matix 
is a diagonal results in acceptance of the null 
hypothesis. The hypothesis of independence among 
the observations (i.e., the linear combinations) 
is rejected for each generated matrix. 

The form of the population factor structure 
for synthesis of samples conforms to require- 
ments for uniqueness of the solution (Joreskog 
and Gruvaeus, 1967). Magnitudes of the factor 
loadings, and generated correlations are similar 
to those commonly obtained in analyses of psycho- 
logical data. Structures 1 and 4 were chosen be- 
cause they are suggestive of the experimental 
design situation characterized by homogeneity of 
error variance and additivity of effects. Struc- 
tures 2 and 3 are minor variations on this model. 

Results 
Models which are successively hypothesized to 

fit the data are represented by factor patterns 
given in Table 2. Each pattern matrix corres- 
ponds to a hypothesized factor structure, with 
l's representing free parameters which must be 
estimated, and 0's representing the elements 
which are restricted to be zero. For the first 
factor structure, four models were hypothesized, 
the last one (D) being the true model. Five 
models were each hypothesized to fit the data 
generated on the basis fo structures 2,3, and 4. 
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The last model (E) in each case is the true one. 
The models increase in complexity to simulate the 

investigatior's objective to obtain parsimony 
in description. 

Several attributes of any intermediate (false) 
solution warrant attention. Changes in successive 
hypothesized factor structures can be made con- 
ditional on such characteristics, in order to 
achieve a better fit of the model to data. 
Boruch and Wolins (in press) and Joreskog (1967) 
supply detailed information, including examples, 
an some of the following criteria. 

Boundary problems occur when estimates of 
parameters fall at or outside the region of allow- 
able values. Such improper solutions may be ac- 
ceptable (Joreskog, 1967). The solution is not 
a maximum likelihood solution, since partial deri- 
vatives at the solution defined by parameter esti- 
mates are not all zero. 

The size and significance of the Chi -square 
statistic, associated with maximum likelihood 
factor analysis, is an appropriate index of the 
goodness of fit in the confirmatory sense. The 
magnitude of the statistic, when used in succes- 
sive exploratory tests of hypotheses, is a conve- 
nient index for examining the goodness of fit. 
In making comparisons of successive solutions in 
which degrees of freedom.differ the computed Chi - 

square, divided by degrees of freedom, may be use- 

ful. The division allows examination of mean square 

residuals adjusted for degrees of freedom. 

If multiple independent samples are available 

and hypothesized factor structures are planned in 

advance, then the ratios of independent Chi -squares, 

divided by degrees of freedom, can be examined. 

ßther devices for summarizing the results of 
particular analysis are commonly used: examination 
of residual correlations, of consistency of an es- 
timated factor correlation matrix (in the oblique 
solution). For restricted solutions considered 
here, near zero estimates of parameters are also 
of interest. 

Consider now the summary data provided in Table 
3. Boundary problems are designated in the third 
column of the chart. In three instances (all sim- 
ilar factor structures), the limiting value of 
specific error variances was met. The hypothesized 
model was rejected on this basis. If the boundary 
condition is ignored, the magnitude of the Chi - 
square would lead to acceptance of the model. 

The Chi -square tests for false models lead ap- 
propriately to rejection of the hypothesis in all 
cases except IV (Model D), while the confirmatory 
sample test (ICV) leads to a marginal rejection. 
The ratio of the Chi- square for models C and D to 
their respective degrees of freedom is not enlight- 
ening. The adjustment for degrees of freedom fails 
to show which model might be more acceptable in an 
unambiguous way. 

The rejection of true models in independent 
tests appears to occur more frequently than one 
would expect (1 CV -Model D, 2 CV -Model E). A Type 
I error also occurs for the solution 2V -Model E. 

The rejections are marginal, but suggest that the 
probability of a Type I error may be larger than 
advertized. A tendency toward rejection of true 
solutions is part of the anecdotal rather than the 
systematic information in unrestricted factor an- 
alysis studies based on limited samples. These 
results imply that a similar problem affects tests 
on restricted models. 



Examination of the estimated factor Loading for 

each solution reveals values near zero for each 
false hypothetical model. The values occur fre- 
quently for situations in which parameters are 
hypothesized but the true factor structure does 
not contain the elements. 

The ratio of Chi -square statistic appears to 

be useful for interpretation of results. In 
general, the ratio decreases as the hypothesized 
models are successively changed to conform more 
closely to the true structure of the data. In 

the case of a comparison of Models B and C con- 
ditional on the factor structurel, for example, 
this is the case. Without rather well defined, 
systematic methods of successive testing, how- 

ever, this index of fit is not likely to be very 
useful. 

The ratios of successive Chi -square divided 
by their respective degrees of freedom are not 
appropriate for evaluation with respect to signif- 
icance levels since the successive Chi -square 
values are not independent. The ratios, however, 
are indicative of the magnitude of improvement in 
fitting two successive models. Of course, the more 
drastic changes in hypothesized factor structure 
are associated with the larger ratios. 

This cursory examination is informative in 
only a suggestive way. Although the notion of 
exploratory and confirmatory factor analytic 
techniques appears to be appropriate for an 

experimental design -like situation as described 
earlier, the actual results achieved in this small 

situation are a bit dubious. There is some evi- 
dence to suggest that the probability of accept- 
ing a true solution is somewhat larger than the 
tabulated likelihoods, at least for the structures 
considered. 

If one has no plan for sustematic alteration 
of hypothesized models, it is unlikely that suc- 
cessive tests to the true model will be as straight- 
forward as the procedures demonstrated here. With 
some such system and the use of the Chi -square 
and Chi -square /degree of freedom ratio, some 

reasonable results can be achieved. 
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1 

TABLE 1 

Population Factor Structures 

(2) 
700 70 00 00 50 00 00 
700 70 00 00 00 40 00 
700 70 00 00 00 00 65 
700 JO 44 00 50 00 00 
700 DO 44 00 00 40 00 
700 DO 44 00 00 00 65 
700 JO 00 55 50 00 00 
700 00 55 00 40 00 
700 00 55 00 00 65 

( 3 ) ( 4 ) 

77 00 00 58 00 00 0 00 00 50 00 00 
66 00 00 00 32 00 0 00 00 00 5G 00 
71 00 00 00 00 62 0 00 00 00 00 50 
00 45 00 50 00 00 0 50 00 50 00 00 
00 49 00 00 40 00 0 50 00 00 50 00 
00 44 00 00 00 65 0 50 00 00 00 50 
00 00 58 44 00 00 0 00 70 50 00 00 
00 00 61 00 44 00 0 00 70 00 50 00 

00 47 00 00 70 00 70 00 00 50 

TABLE 2 

Factor Patterns for Sequential Testing of Models 

For Factor Structure (1): 
A B C D 

l 01 1 0 1 1 0 1 
1 0 0 1 0 0 1 1 0 1 

1 0 0 1 0 0 1 1 0 1 

0 1 0 1 1 1 1 1 

0 1 0 1 0 1 0 1 1 

0 1 0 1 0 1 1 1 

0 0 1 1 1 1 0 1 1 

0 0 1 1 0 1 1 1 

0 1 0 1 0 1 

For Factor Structures (2), (3), and (4): 

D E 

1 0 1 10010 1 0 1 0 1 0 0 1 0 0 
1 0 0 1 0 1 0 1 1 0 1 1 1 0 

0 0 1 0 1 0 0 0 0 1 0 1 1 

1 0 0 1 1 1 1 0 1 0 1 0 O 0 
1 0 1 0 0 1 1 1 1 

1 0 1 0 1 0 0 1 0 0 0 1 1 

1 1 1 0 1 1 0 0 1 1 0 0 1 

1 0 1 0 1 1 0 0 1 0 1 0 1 1 0 
1 0 0 1 0 0 0 1 0 0 1 0 0 1 0 
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Appendix I 

Yijk u + ai + ßj + yk + + (aY)ik + + (1) 

t where 

where 

i 1,2,3, ... , N 

j 1,2,3, , b 

k 1,2,3, ... , c 

Rijk NID(O,aE) 

ai NID(O,aa) 

[(ay)ik tD(0,a2 )] 
ay 

E{(Yijk E(Y,jk))(Yij,k E(Y.j,k,))} (2) 

E(ai) 

E(ßj) 

E(yk) Yk 

jk 

E(iCijk) 

E(E(aß)ij) - 

E(E(ay)ik 

E{íYijk-E(Y.jk))(Yij,k,- E(Y.De))} 

(3) 

E{(ai + (aß)ij+ (aY)ik+ Cijk)(ai + (aß)ij,+ 

Cov(Y ,Y a2 + a2 a2 6 a2 
i ijk ij'k' a jj, aß kk' ay jj' kk' 

Yijk + + + 
Cijk 

'ijk Ajkai + Bjk(aß)ij Cjk(aY)ik + Cijk 

Ajk Bjk Cik are parameters 

(4) 

(7) 



where 

e NID(0,a k) 
ijk ejk 

NID(0,1) 

(aß)ij (ay)ik N(0,1) . 

= AjkXi 
+ BjkXij 

+ 
(8) 

i(jk) 

Pjk,j'kg= E{(Yijk 

= E{(Yijk)(Yij,k,)} 

= E{(Ajkai + Cjk(ay)ik + 

(9) 

(A., ,a + B (aß) C (ay) + e )} 
j*k' ij' j'k' ik' ij'k' 

A A +B B pBB +B C BC 

jk j'k' jk j'k' jj' jk j'k'pjk' 

C B + + (10) 

where , is, for example, the correlation between and (aß) 

iov(Yijk,Yijk) E + 

AII BII 
CII 

A21 B21 C21 

A31 0 B31 
C31 

0 

A1II 
0 C11I 0 

= 
A21I 

0 
0 

A3II1 

A2I11 

B311I 

= Diagonal matrix with non -zero entries of 
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NEGATIVE UNADJUSTED SUM OF SQUARES IN THE ANALYSIS OF VARIANCE 

Daniel E. Schooley and Michael C. Holen, University of Oregon 

The problem of a negative unadjusted sum of c n a b 

squares in the analysis of variance is no mere (4) C = E E E E Y 

academic question to the social scientist when o j k 

one suddenly appears in the analysis of his pet n a 

2 

project. Often the experience is, at best, a b n 
confusing and frustrating, leading to hours of (5) AB E E E 12 
recalculation and literature research. This j k li o , 

paper was developed as an attempt to clarify the n c 
problem for the experimentally- minded social 
scientist and as an admonition to those who might ac n b 

be tempted to develop experiments too recklessly. (6) AC = E E E Y 
2 

A simple proof of negative unadjusted sums of j o k , 

squares is presented in a format typical of the 
statistical references commonly used by many 
social scientists. The authors believe the b c 

proof to be original although certainly the (7) BC E E 

subject has been more elegantly treated by k o 

Anscombe (1), Neider (2), or Thompson (3). 
These articles, however, are found in the 
Journal of the Royal Statistical Societ , 

B and the Annals of Mathemat cal 
Statistics. Likely not even the most opt mistic 
among statisticians would claim that these 
journals are widely read, used as resource 
references, or even understood by most social and 
science researchers. 

The authors became aware of the problem 
(9) k, p = constants 

when a graduate student was completing his The sums of squares for terms (2) through 
thesis in social psychology. He was utilizing a (8) are found in the following manner: 
four -factor, completely crossed factorial design 
which we will use as an example in the proof. (10) SSA = A -T, 
While running his analysis, a negative sum of 

squares occurred in a triple interaction term. (11) SSB = B -T, 
His thesis committee was skeptical (as thesis 
committees often tend to be) and he was (12) C -T, 
summarily returned to the calculator; the 
negative sum of squares, however, persisted. (13) SSAB AB- A -B +T, 
The following proof was developed as a result 
of the unwillingness of that negative estimate (14) SSAC = AC- A -C +T, 
to disappear. 

(15) SSBC = BC- B -C +T, 

and 

(16) SSABC ABC- AB- AC- BC +A +B +C -T. 

The inequality necessary to generate a 
negative sum of squares for the ABC interaction is 

(8) 

n 

2 

abc n 
ABC = E E E 

k o 
n 

The 
to be consistent 
and used 
Myers (5)]. 

ABC interaction 
are: 

( 1 ) 

(2) 

(3) 

authors 

by social 
The 

T 

feel the notational 
with those 

scientists 
terms necessary 

with at least 

n a b c 

E E E E Y 

i j k o 

system used 
often encountered 

[e.g., Winer (4), 
to derive an 

three main factors 

2 

a 

A = E 

j 

n b 

E E 

k 

c 

E Y 

o 

2 

B= E 

k 

n c 

E E E 
Y12 

n a 
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(17) ABC+A+B+C < AB+AC+BC+T 

Conditions observed in the student's thesis 
and required for deriving the above inequality 

are: 

(18) terms (1) through (9)> o, 

(19) a minimum of three main factors, 

(20) unequal cell n's, 

(21) A < T +k, 



(22) C+(k+p) < BC 

(23) ABC +B < AB +AC +p 

Adding inequalities yields: 

(24) ABC +B +A+C +(k +p)< AB+AC +BC+T +(k +p) 

Adding a negative (k +p) to each side of the 
inequality produces the original inequality (17): 

(17) ABC +A +B +C < AB +AC +BC +T. 

In the student's data the double inter- 

actions achieved a magnitude outweighing the 
contribution of the other components. Unequal 
cell sizes seem of particular importance in 

producing the negative sum of squares because 
of the concomitant increase in the probability 
of heterogeneity of variance, a violation of a 
basic, and too often casually treated, assump- 
tion in the analysis of variance. The occurrence 
of the negative estimate is an indication that 

the design was inappropriate and that the data 
should have been analyzed differently, or better, 
that the experiment should have been more care- 
fully planned and conducted. 

The authors hope this paper will save future 
researchers hours of fruitless searching for non- 
existent errors in calculation. More importantly 
they hope it will encourage more care in the 
design and analysis of experiments. While such 
techniques as the Doolittle method of least 
squares analysis, which minimize the interaction 
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terms, tend to eliminate the possibility of 
negative sums of squares, there is likely no 

substitute for more rigorous attention to the 

assumptions underlying the analysis. 
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PREDICTION USING POOLED REGRESSIONS 

Ivor Francis, Cornell University and Samprit Chatterjee, New University 

Introduction 

An applicant for admission to college is 
usually required to take a series of tests in 
support of his application. In many instances 
the applicant's scores are then weighted and 
added to form one composite score, and this score 
will determine the success or failure of his ap- 
plication. The reasoning behind this procedure 
is that this composite score is presumed to re- 
late to, and therefore can be used to predict, 
ability to succeed in college. 

A psychologist might argue, however, that 
potential applicants form not one population, but 
rather they should be regarded as comprising 
several populations each having distinct psycho- 
logical and cultural properties. This being the 
case it would be better, as far as uniform ac- 
curacy of prediction is concerned, to use a dif- 
ferent set of weights for different populations 
rather than the same weights for everybody. 

We shall suppose that it is not possible to 
measure directly those psychological and cul- 
tural factors which would place a candidate into 
one of these populations. The question is how 
should we estimate his ability to succeed? Sev- 
eral possibilities suggest themselves. Firstly 
we can use the same weights for everybody, as we 
are supposing is currently done. But if we knew 
the best weights for each population perhaps we 
could use the observed scores for an individual 
to first classify him into one of the populations 
and then use the weights that are best for that 
population. Alternatively, if we know the prob- 
ability that the new individual came from the 
i -th population, i = 1, ..., k, perhaps we should 
weight the separate population estimates with 
these probabilities. 

The problem, then, is the following: from 
each of k populations we have independent sample 
observations on the variables (y, x , j 1, ., 
p), the size of the sample in the igth population 
being no i = 1, k. In addition we have ob- 
servati8ns on (x4) for an individual known to 
have come from ofie of the k populations, but from 
which one is not known. We wish to estimate the 
value of y for this new individual. 

First we shall present a maximum likelihood 
solution and then a discussion of methods of 
pooling the regressions of the separate popu- 
lations. 

The Maximum Likelihood Approach 

Suppose we have k populations, with ni ob- 
servations from the i -th population, where 
E ni = n. Let the observations on (x ) for the 

new observation be denoted by X , a 1) 

vector. The Y -value corresponding to X will be 
denoted by Y. Assume y is a scalar random vari- 
able and x is a (p x 1) vector random variable 
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with the following distribution in the i -th 
population 

N(xtk, ) 

E), i = 1, k 

where and y, are (p x 1) parameter vectors, 
and E it a (p p) matrix, E being assumed the 
same-in all populations. 

Let denote the (n x 1) vector of obser- 
vations on y in the i -th Population, and let 
denote the (p x ni) matrix of observations on 
x in the i -th population. 

In the manner of Hartley and Rao (1968) we 
introduce an indicator vector 9 where 

(el, such that E = 1 

where 8 = 1 if the new individual came from the 

i -th population and 8i = 0 otherwise. 

The likelihood function for k, 
and Y* is 

Y *) = L x L2 x L x 

where 

[ 
- )] 

L2 

C I2 
lk t 

exp [- ) (j- 3)] 
\exp 

Taking logs: 

log L = P + Q + constant 

where 

P [ 

k 
+( - E )2] n ; 1 



n+ 
log E 2 

Thus the conditional MLE's of and E can be 
obtained prom standard multivariate theory (e.g. 
Anderson, (1958) p. 24+8). These are 

1 k 
n + 1 il 

where 
In the next two sections we find the con- n 

ditional maximum likelihood estimates given A = (X - )t, for i s 

= 1. Given = 1 denote the conditional j =1 

likelihood estimates of the parameters 

by 2, Y and 

Conditional of Y , and 
)t 

0 gives + (X - - 

X*t) = + X*Y*. (1) 

- 0 for i + s gives 

Estimating 

and finally 

a L - gives 

n + i )t( 

+ (X* )21 . 

= gives 

^* 
Y = . 

Substituting (4+) in (1) we get 

Thus for all 

i= 1, k. 

Substituting (4+) in (3) we get 

(2) Substituting these conditional MIE's into 
the expression for the likelihood above we see 
that max (14 x L2) is independent of s. The maxi. 
mum value or is 

C 

n+1 

(3) 

(4) 

(5) 

=n (Y3- (6) 

Conditional of and E 

In the expression for the likelihood above 
only the terms and contain E. Thus 
we can find the of and E by maxi- 
mizing x . But since es = 1 we simply 

have a siituat on where there are ni observations 

from E), s, and ns + 1 from E). 
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A 

where is a function of s, and so we will de- 

note it by us the MIE of s is that ue 
which minimizes or equivalently 

Discussion 

i. The regression is estimated from 
n (= E ni) observations on which y and 
x are available. 

2. Classification is based on all the n+ i 
observations on which x is available. 

3. The procedure operates as follows: 

a) Compute 

k n 
= E Ei(Xij- )t 

i=1 j=1 

+ (X*- Xs)(X*- 

for all s = 1, k. 

b) If r is the value of s for which 

is minimum, assign X* to the 

r -th population. 



c) Estimate by 

where 

= 

Pooled Regressions 

We assume the usual regression model in 
each population, and we let the true regression 
in the i -th population be denoted by R ,,the 
estimated (least squares) regression b$-Ri, the 
variance of the dependent variable by , and 
the standard error of estimate by 

yi = Ri + j = 1, ni 

where ^ N(0, ) 

For the special case of simple linear regression, 

and 

Ri + 

= ai + 

(x 

= \ E (xij + 

where ai and are the usual least squares esti- 
mates. 

The population of origin of the new indi- 
vidual is unknown, but we suppose that the prob- 
ability he came the i -th population is 
i = 1, k. 

We propose to investigate several methods 
of pooling the regressions. Which method is 
beat will depend on the criterion used to evalu- 
ate the predicting ability of these methods. We 
propose to use the mean square error (MBE) since 
this is attractive in itself, and can be looked 
at as comprising the variance of the estimator 
plus the square of the bias. Thus minimizing 
the MBE is controlling the size of both these 
parameters. 

Expectation Estimator (EE) 

The simplest pooled estimator is 

EE = E niRi (7) 

The expected value of this is E For con- 
venience we 1 denote this by R. Thus 

E(EE) = E (8) 

The expected in predicting the mean 
value of y is 
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NSE(EE) + (R 11.))2] 

(9) 

= E - R2 + E 

A Weighted Expectation Estimator (WEE) 

Since we are using minimum as our 
criterion of goodness are not restricted to 
using estimates whose expected bias is zero. 
Thus we consider 

A 

WEE = a E niRi (10) 

where a is a constant to be determined. To find 
the value of a which minimizes the we set 
equal to zero the derivative of 

E = a 2 
E 

+ nj(a R Rj)2 

Solving for a we get 

a = 

For this optimum value of a the expected value 
and the E of this estimate are 

E(WEE) . (12) 

MSE(WEE) E ni(Ri- 11)2 

+ E 
+ 

Optimal Weighted Estimator (OWE) 

(13) 

The two estimators considered so far do not 
take into consideration the possibility that 
there may be different sample sizes and therefore 
differing amounts of information available in the 
different populations. So let us consider an 
estimate 

OWE = E aiRi . (14) 

where the ai, i = i, k are constants chosen 
to minimize the expected MBE: 

E = 
E 
a + E r aiRi - Rj )2 

j 

Differentiating this with respect to i = 1, 
k, and setting the derivatives eq&l to zero 

we solve for the ai: 



(15) 

The estimator, the expected value, and the MBE 
using these optimal ails are 

OWE 
= 

1 + E 

(16) 

R (17) 

1 + E 
i 

= E R)2 + (18) 

1 +E 

Constrained Weighted Estimator (CWE) 

For those who would like the coefficients 
to sum to unity we offer: 

= where E ai = 1. (19) 

To find the optimum ai we differentiate with 
respect to ai, i = 1, ..., k 

= E aloi + E n(E aiRi- Rß)2 + x(E ai- 1) 
i 

and set the derivatives equal to zero. To solve 
these equations we first multiply the i -th 

equation by and add aver i. Then multiply 

the i -th equa %ion by and add over i. These 

two equations can be salved for E aiRi and X, 

and thus we can solve for ai: 

R2 R 

D(1 E - E + ) 

R.2 

where D = (1 + E ) E - which is 
i i i 

positive by Schwarz' inequality. 

(20) 

Thus the expected value and the of the 
CWE are 
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E(CWE) = + - (21) 

NSE(CWE) = E ni(Ri - R)2 

i 

2 

(1+E-RE)2 
(22) 

D(1+E) 

Lumped Estimator (LE) 

Up to this point we have had to estimate 
the regression in each population, and then make 
our prediction using some set of weights. An al- 
ternative method is to simply lump all obser- 
vations together as if they were from one large 
population, estimate the regression in that large 
population, and use this regression for prediction 
We shall call this the Lumped Estimator (LE). 

One situation where this would be a desir- 
able alternative is where the degrees of freedom 
in the separate populations are rather small for 
the separate estimations. 

Comparing the ability to predict of the LE 
with that of earlier weighted estimators becomes 
very involved. We present here a comparison for 
the case of simple linear regression, and we make 
one or two simplifying assumptions. We shall use 
the following notation: 

LE=a+ßx (23) 

E E (yij - y)(xij - 

(xij 

= n(W + B) 

E E (xij 

B = E pi(xi - 

x = E pizi 

Now it is easily shown that 

E + E - 

D x 

(24 ) 

(25) 



where 

= - )2 

For simplification we shall assume that it is 
approximately true that 

Di 
= W for all i = k. 

Note that this is assuming that the "within -sam- 
ple" variance of the x is approximately the 
same in all populations In this case 

-W+BEPißi W+Bß 

where = (26) 

E - 

Note that is the slope of a weighted regres- 
sion line fitted to the centroids of the k 
samples. 

Thus the lumped estimator is 

LE =Y +(x -x) Epißi 

+ B (x i)(;* - E P1ß1) 

= E + - x) 

+ 
B 
B(x x)(ß* - E (27) 

The expected value is 

E(LE) = + - 

(x- x)(ß * 

where = E 

(x - x) 

=E pi{ W+B 

(x 

The MBE of the Ind Estimator 
If, as earlier, we let denote the prob- 

ability that the individual ccmmes from the i -th 
population we can write down the expected MBE: 

MBE(LE) = var(LE) E - E(LE))2 

where var(LE) and are given in equations 

(31) and (28). 

There now arises the problem of comparing 
this MBE with the MBE of earlier pooled esti- 
mators. This is quite difficult, especially if 

we can assume nothing about the relationship 
between pi and Even if the total sample is 

random, a complete analysis would discuss the 
variance of pi as and estimate of If the 
sample is large p4 would approximate But 

anyway, in order thaat we can get a feel for the 
relative goodness of LE as opposed to EE, the 
expectation estimator, we shall assume that it 
is approximately true that 

= (32) 

In this case we can show that 

= (1 + W + B + 

+ [E x) 

+W+B (x- (33) 

(28) For comparing this with MBE(EE) in equation 
(9) we note first that can be written: 

(29) 
4. 

(x- x1)2 

Note that may be regarded as the slope of the 
regression between populations, and an average 
slope within populations. 

Now is the usual least squares estimator. 
Let us assume for the sake of simplification that 
the variance of y in the i -th population is a 
constant, i.e. 

1 = 1, for all i = 1, k. (30) 

Thus 

var(LE) = (1 + (31) 

Note that if the are not assumed equal the 
variance of LE can found from an alternative 
form of LE, namely 
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and since we are assuming 1 for all i, and 
that ni = n 

(x - 
W ) 

2 
= (1 + 

Thus from equation (9) 

= 2 + 

+ E - (34) 



Comparison of the Pooled Estimators 

It can be seen from equations (9), (13), 

(18), and (22) under what circumstances the var- 
ious pooled estimators would be superior, and 
by how much. It is clear that OWE is best, but 
it must be remembered that the optimal weights 
are functions of the parameters, and therefore 
have to be estimated. Estimating these weights 
will obviously increase the of these esti- 
mators. Since it seems reasonable that any im- 
provement, if any, would be due to a large extent 
to an improved estimate of the variance, an in- 
vestigation of the of the estimated OWE 
should estimate the Ri's and the 

One observation on M5E(OWE). We note that 
this is smalliwhenever at least one coefficient 

of variation is large at the value of x we 

are estimatingifor. A small provides some 
evidence that the new individual came from the 
-th population. And from equation (15), if 

is large then the weight for the i -th is large. 

In an unpublished paper Francis (1969) con- 
siders the related problem of estimating the re- 
gression in a particular population when sample 
observations are also available from other popu- 
lations which are considered somewhat similar. 
There again, a comparison of the pooled esti- 
mators will have to investigate the effect of 
estimating the optimal weights. 

Comparison of and LE 

By comparing equations (33) and (34) we can 
say something about versus LE. For example, 
suppose 

E - = 

This would be approximately true, for instance, 
if all the are roughly equal, or alternative- 
ly if all the were roughly equal. (Figures 

1 and 2 display the concentration ellipses for 
two examples for which k = 3, where all the 
are roughly equal, arid where the within -sample 
variances of x would be approximately all equal. 
The slope of the line AB is and the slope of 
CD is 0*.) In this case the difference between 

(33) and (34) is 

MiE(LE) - NSE(EE) = z2[(1 + w) 

B2W 2 + 

where 

(w + B)2 

(x - 

(35) 

The following observations can be made: 

i) Very small B could imply a very 
large *: EE is better (see 
Figure 2) . 
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ii) When B approaches W in size and 
when (ß* - (3)2>>0, then BE is 
better, except when x and 
then: 

iii) When B approaches W in size, and 
x then LE is beat. 

iv) When B is extremely large we would 
surely modify our given the 
x observation on our new individual, 
to eliminate most populations, un- 
less the original samples were not 
random. (See section on Posterior 
Probabilities below.) 

Posterior Probabilities 

We have been assuming that is known for 
all i. But as was suggested in observation (iv) 
above, if these are only prior probabilities, and 
if the original observations on (xi) were a ran- 
dom sample from all populations, teen these sam- 
ple observations, together with the observations 
on (xi) for the new individual, should be used to 
modify the We shall not pursue this topic 
in this paper. 

Figure 1 
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A TECHNIQUE FOR REDUCING SURVEY SAMPLING SIZE* 

R. Hoffman * *, E. Gomolka * * *, and H. Phillips * * ** 

What can we do when the survey 
must produce several, perhaps many, 
variates? This calls for caution 
before resorting to disproportion- 
ate sampling... If the different 
answers point toward the same 
design, there is no great problem. 
But if the answers are contra- 
dictory, the choice involves good 
judgment and theory that is beyond 
existing theoretical developments.1 

Introduction 

This paper briefly describes the 
increasing need for the use of survey 
type sampling in the development and 
evaluation of action research projects. 
The standard methods appear to have 
some limitations when one is faced with 
stratum or cells within the social 
survey which have a finite (often very 
small) number of possible observations 
and /or surveys where there are a large 
number of attributes which one may wish 
to sample. 

A method and accompanying computer 
based procedure is presented. The 
procedure specifies the sample size to 

*The research of the first author 
was supported in part by a Public 
Health Service grant to the Center for 
Planning and Development Research, and 
a Department of Transportation grant 
(Cal. -11) to the School of 
Criminology, both of the University of 
California at Berkeley. The authors 
received additional support from the 
School of Management, State University 
of 'Mew York at Buffalo. 

* *Department of Management 
Science, State University of New York 
at Buffalo and Visiting, School of 
Criminology, University of California 
at Berkeley. 

** *School of Management, State 
University of York at Buffalo. 

* * ** Department of Management 
Science, State University of New York 
at Buffalo. 

1. Kish, Leslie, Survey Sampling, 
York (Wiley) , 1967, pp.9G -97. 
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be taken for each cell without regard 
to whether the particular cell is 
sampled.. 

It is shown that the method 
presented results in a lower total 
sample than fixed sample size methods 
and that the method converges to fixed 
sample size when the number of possible 
observations in each cell becomes very 
large. Finally, an extension to the 
method using an economical pilot 
sample, and the basis for the selection 
of acceptable sample size for the cells 
which are used, is discussed as a 
corollarly result. 

The Problem 

The objective of the social survey 
is primarily to describe a population 
in order to make inferences relating to 
phenomena which may or may not exist 
within the population. Typically, 
social survey techniques have made use 
of base data, such as census data, 
which are regularly collected by 
Federal agencies. Often, however, in 
action -oriented research programs 
conducted by the government and 
universities, the data required to 
evaluate these programs is very rarely 
available from the standard sources. 
Thus, the researcher must survey the 
target population for the data needed 
to evaluate the program. Similar 
problems often occur when attempting to 
obtain information with which to 
develop new programs. Hence, in evalu- 
ating or developing new government 
programs, the researcher must often 
collect his own data. But with the 
increased need for social survey 
sampling, greater attention will be 
required for the development of 
sampling techniques which deal with 

2. See, P.G. Gray and T. Corlett, 
"Sampling for the Social Survey," 
Journal of the loyal Statistical 
Society, Part pp.150 -199 (1950), 

basic discussion of multi -stage 
procedures for social survey sampling 
when the survey is to be used as an 
alternative to, or to update, a census. 
Similar procedures are appropriate for 
the problems we discuss. 



cases where the usual assumptions are 
not appropriate.3 

Two cases where significant 
problems may arise with the use of the 
usual techniques are: 1)a finite 
number of possible observations within 
a cell or stratum to be sampled, and 
2)sampling of populations to obtain 
information on relatively rare events. 
We find many of the cells within the 
population may have a small number of 
possible observations. For example, if 
we are evaluating the effects of an 
existing poverty program it may he 
useful to stratify on the basis of head 
of household yearly income. But it is 
likely that in very affluent suburbs we 
may find in these strata there are very 
few individuals with incomes below 
$3000. Alternatively, a converse 
situation will hold in ghetto 
neighborhoods. However, it is often 
very important to obtain information on 
these unusual situations. A second 
source of finiteness is that the events 
of interest may he relatively rare, 
e.g., murder and rape in a given 
precinct in a given city. Hence, the 
cost of sampling (including the 
questionnaire cost and the cost of 
transmitting the interviewer to the 
area (load cost) becomes a major 
problem, when one considers the number 
of interviews which are often necessary 
to obtain a relevant sample. 

The methods are, of course, quite 
standard if one wishes to obtain data 
from the population on but one 
attribute. However, this is not the 
typical case. If we survey a large 
population for one attribute, the value 
of this information will most often not 
be sufficient to justify the costs of 
sampling. Additionally, one may not 
know a priori those attributes which 
will be of importance.4 Hence, the 

ee, D. Raj, Sa lin Theory, 
New York: McGraw -Hil , 8), 
for a standard discussion. However, 
when there are but a finite possible 
number of observations the sampling 
fraction ni /N is not small, hence the 
assumptions relating to the dependence 
of the variance of mean upon n(sample 
size) and aa(variance) are not 
appropriate. 

4. As a collection of 300 
attributes or more is not unusual, it 
will be necessary to obtain information 
on many attributes to determine the 
crucial variables. 
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"optimal method" of Neyman as described 
in Mills' results in difficulty since, 
with its use, sample size will be 
functionally related to the variance of 
but one attribute. 

However, a prevalent case upon 
which we focus our attention has a 
finite (and many times very small) 
number of possible observations in many 
of the strata or cells. When this is 
the case, proportional sampling implies 
that one may sample say 40 of a 
population of houses in one 
subdivision but 1 of a population of 8 

houses in another subdivision. 
Clearly, the sample of 40 may give us 
very acceptable results (if we wish to 
obtain inferences relating to the 
subdivision containing 400 homes), but 
the sampl% of 1 out of 8 very likely 
will not. 

The obvious alternative is to use 
a fixed sample size. When this is 
done, we may find that the appropriate 
sample size, say 30, may leave us with 
a sample size greater than population 
size .7 Clearly, the information 
obtained from a complete enumeration of 
the attributes of the population will 
will exceed that obtained from any 
sample of the population .8 Complete 
enumeration of some cells results in 
oversampling of such cells relative to 

5. See, F.C. 'fills, Statistical 
lethods, 3rd Ed., New York: Holt, 

and Winston, (1955), p.180. 
The other alternatives proportional and 
fixed sample size, can be used. 

6. The arguments in favor of the 
proportional sampling method have often 
been based upon ease of computation; 
e.g., Kish, op.cit., Chapter 3. 

However, as an appropriate weighting 
scheme can always be found and with the 
availability of high -speed computing 
equipment, the extra costs of weighting 
and special handling are minimal. 

7. See previous example for such a 
case: e.g., total subdivision 
population of 8 houses. 

8. Raj, op.cit., p.27, implies 
that complete enumeration is 
appropriate if each cell is to be 
sampled (i.e., no savings in load 
costs) but good sampling procedure will 
still result in lower costs with little 
if any loss of precision. Also, using 
standard techniques such as those 
described in Raj, oo.cit., p.81 and 
p.206, it may not e ecessary to 
sample all cells. 



those cells in which but a fraction are 
taken. Hence, when one has a finite 
number of possible observations in a 
cell, if a method can he found which 
results in equal precision and 
reliability for each cell, it is 
possible to reduce the sample size in 
the cells with a finite possible number 
of observations. This, of course, 
would result in lowered sampling costs. 

The lethod and Computer Based 
Procedure 

The method for the selection of 
the sample size for each cell can be 
developed using the basic 
homoscedasticity assumption. 

This method is derived from the 
basic equations for the standard error. 

Here Sx2 is the unbiased estimator 
of Then we obtain n(sample size) 
from the standard relationship between 
precision and reliability. 

9 

Substituting for 

ea 

Solving for and applying the 
exact form of the finite population 
correction factor10 (fpc), as it is 
appropriate in the cases of interest. 

n = n-1 
e2 N-1I 

sa 

We define ea, where we accept the 
standard homoscedasticity assumntion. 
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Then, for populations with a 
finite number of observations, the "t" 
distribution is utilized. This is 
necessary, as quite often the sample 
size will be small. 

9. T. Yamane, Elementary Sampling 
Theory, Englewood Cliffs, N.J.: 
Prenticeliall, Inc., 1967, p.81. 

10. Raj, op.cit., 1- 
fpc 

n 
= 1 (N-1)) 

n(N-1)=C1ta (N-1)-Cta(n-1) 

n(N-1+C1 t2 (N-1) Ito 

Cita +N 
n Cita+ (N -1) 

if n sufficiently large then 

and C1 za = e 

CN 
n C+ (N-1) 

If the researcher is willing to 
specify an acceptable sample size (ni) 
for any cell, then given the 
(population size) for all other cells 
it is possible to specify the for 
all other cells. The method uses 1) 

2)N* (population size) of cell 
*, and 3)a range of values from the 

"t" distribution for "t" at a 
researcher specified level of alpha 
(a) . 

The computer based procedure is 
described in the accompanying flow 
chart (on the following page). 



/Read for ni= 
i 

,...,100,m) 

Calculate C = - 1) /(Ni ) 

Calculate C1= C /(tai n -1 

Set initial conditions 1 =1, En =0 

Calculate C1- C = )9 

Yes 

Read population of ith cell (N 

= CN1/((N1-1)+C) 

In1=n1+ 1 and truncate ni 

Calculate reduction proportion 
Rp and Sum 

1 

nt/Nr 

ni /Ni 
Yes 

Store on tape 

Rp 

No 

Print out tape 

345 

(t 

- i 

n =n 1 

and truncate n 



Conclusion and Extension 

The method can be described 
simply. If one is willing to accept a 
sample size (n *) for any cell in a 
stratified and /or multi -stage sample, 
then with the standard homoscedasticity 
assumptions, we can specify the sample 
size for all cells which will result in 
a total sample size which is usually 
less, and never greater, than the total 
sample size obtained from a fixed 
sample size procedure of equivalent 
effectiveness. 

then 

since 

It can be shown where: 

(actually very large 

of (fixed sample size)11 

-1)+C 

C 

the one can show as N (or is very 
large) 

C N1 C Ni C Ni 
C = of 

C and a constant, i.e., fixed 
sample size. 
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A very interesting extension 
relates to the use of a pilot sample, 
say in a cell with relatively low load 
costs.12 If on the basis of the pi' .ot 
cell sample's variances one is willing 
to specify a sample size which would be 
acceptable for the pilot cell, then it 
is possible to specify the sample size 
for all cells which could be in the 
grand sample. This result only 
requires that one again accept the 
standard homoscedasticity assumption. 
It should be noted that it is not 
necessary that the pilot sample be 
included in the final grand samnle.13 

11. Obviously there exists a fixed 
sample size which would be acceptable. 

12. Perhaps, in a nearby juris- 
.liction, prison, or housing 
Subdivision. 

13. Trill occur rather often 
in practice, as the probability of the 
pilot cell being in the final strata or 
cell is a function of the ratio of the 
pilot population size to the size of 
the grand population, 

Pr(pilot sample in grand sample) 

nt NI (pilot) 

N N 



THE OLDER PERSON AS A SURVEY RESPONDENT 

Lola M. Irelan 

Social Security Administration 

Replies to the queries of a survey inter- 
viewer are not always factual --even when the 
respondent intends them to be. Such error may 
arise from multiple sources- -from personality, 
from differential group membership, from 
reaction to an interviewer, from the influence 
of social status, etc. Allowing for such bias 
is a difficult task of uncertain outcome. It 

can be eased when systematic knowledge is 
available of the probable response of different 
categories of people to the interviewing 
situation itself. In the course of preparing 
to study a sample of older people for 10 years, 
and simultaneously to cope with their changing 
characteristics, a library search was made for 
information on aging effects which might have 
implications for the interview process. The 
results, which I am going to present to you, 
are a small store of apparently relevant facts 
and a few general hypotheses which are candi- 
dates for refinement and testing. 

Three aspects of aging have clear 
implications for performance in a survey inter- 
view situation: (1) changes in psycho- physical 
abilities; (2) changes in response style; and 
(3) changes in the nature of values and 
motivation. 

Most people are at least impressionis- 
tically aware of the psycho -physical changes 
brought about by aging. General visual acuity 
usually begins to decline at between 40 and 50 
years of age. Among these 65 and over, 40 per- 
cent of the men and 60 percent of women have 
20/70 acuity or less. 1/ In addition to this 
general decrease in optical acuteness, some 
more qualitative decrements set in. Judgment 
of dimension and direction is less accurate. 
Depth perception, judgment of line length, and 
assessment of verticality are less dependable 
than among the young. 2/ Discernment of em- 
bedded, incomplete, or ambiguous forms 
decreases. 3/ Increasing age, for most people, 
means marked loss in hearing, especially in 
ability to hear higher tones. Ability to 
discriminate speech also deteriorates. 4/ 
Decrement in this particular ability is of 
obvious importance in an interview situation. 
There is a loss with age of some sensorimotor 
coordination. 5/ Longer time is required to 
interpret, integrate, and act upon complex sets 
of stimuli. 

The oldster's faltering memory is a byword. 
Considerable evidence supports it as objective 
fact. 6/ Both for memory over a short period 
of time and for long term recall the elderly are 
noticeably poorer performers than the young. 
Where the task of remembering is complicated 
(e.g., by using complex material, by intro- 
ducing distractions, etc.) the difference is 

even more notable. 
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Some of the research on age related IQ 
change is equivocal. Nevertheless, it does seem 
clear that after about age 60, overall performance 
on IQ tests declines. 7/ Variously attributed to 
loss of sensory acuity, lowered response speed, 
and declining health -- however caused, the change 
is a significant one for the interviewing process. 

These losses are probably important sources 
of some age -related changes in individual re- 
sponse style. One notes his own increasing slow- 

ness, his dulling memory, his lessening ability 
to control the environment- -and one tries out and 

probably adopts different techniques of respond- 

ing to that environment. The most immediate shift 
is to decreased self- confidence. Older people 
consistently produce more negative, belittling 
self- concepts, than do middle -aged and younger 
respondents. 8/ Knowledge of one's increasing 
vulnerability probably brings about the typical 
caution and restraint of the elderly, and their 
more rigid approach to most situations. 

The evidence for these age changes makes 
clear their relevance in the survey situation. 
The cautious, even wary, approach of the older 
person to a new situation --or to one requiring a 
decision --is a piece of popular lore which is well 
supported by research. Performance studies have 
several times shown older persons more willing to 

sacrifice speed for accuracy, and more likely to 
suppress natural responses. 9/ Ìn other research, 
older people are found to respond more cautiously 
to hypothetical high risk, high reward 
situations. 10/ Underlying this increased caution 
is the suggestion of a generally more serious and 
deliberate attitude. 11/ They are less impulsive 
and more inclined to deliberate before making a 
decision. They indulge in more reviewing and 
mulling over of answers. 12/ 

In both attitudinal and behavioral research, 
the greater, rigidity of oldsters is clear. They 
are more dogmatic, less susceptible to pressure 
for the change of an attitude, and more likely 
to show sequential response patterns. They 
change less readily from one problem solving 
situation to another and perceive ambiguities less 
readily. 13/ 

Whatever the evidence on "disengagement" -- 
and it seems to be inconsistent --it does seem 
clear that the quality of social involvement 
changes with age. And it does change in the 

direction of more detachment. .Older people focus 
more upon themselves and their own emotions. 
Age, in general, is likely to mean more self - 
centeredness and less emotional responsiveness 
to the, rest of the world. 14/ 



A natural outcome of physical and 
psychological aging is a shift in the hierarchy 
of personal values. The 60 -year old has, 

consciously or not, done considerable testing of 
himself and the world around him --on both 
material and nonmaterial levels. He very likely 
has weighed his own experience of reality 
against what is socially held to be true and 
valuable. And he often cotes to conclusions 
different from those of younger, inexperienced 
persons. Generally, it may be said that 
advanced age brings with it different person- 
ality needs and different topics of concern. 

There are changes in three important need 
areas --need for achievement, need for power, 
need for affiliation. Older people are 
considerably less interested in culturally 
defined "achievement" than are the young. 15/ 
Interest in job promotion, for example, is 
lower. Conversely, the need for power over 
other people climbs slightly. 16/ Interest in 
extensive social interaction drops off. 

There are marked shifts, with age, in 
degrees of interest or concern for certain 
topics, health and physiological concerns, 
financial matters, the topic of death 
(particularly one's own), and religion and 
morality. While generally conscious of physi- 
cal well -being 17/ older people are more 
interested in their own health than are the 
young and middle -aged. They do more thinking 
about it as well as more talking with relatives 
and friends. Expectably enough, they also 
report more concern with physiological 
functioning. 18/ Financial matters are less 
worrisome to most older people. They think 
less often about their own financial situations, 
report less worry on that score, and are less 
likely to think they would be happier with more 
money. 19/ For most people, advancing age 
brings with it more conscious thinking about 
death. 20/ The prevailing attitude is not 
fearful, but rather accepting and un- tragic. 21/ 
Interest in religion seems to increase with 
age, 22/ as does evaluation of morality as a 
desirable characteristic. 23/ 

The more obvious hypotheses which might be 
based upon these known differentials between 
younger and older persons are proved out in 
existing reports. For example, several points 
would lead one to expect what is actually the 
case --that older people are more reluctant 
survey respondents. Their lowered persuasibi 
ity, lessened susceptibility to social 
pressure, and greater self -centeredness would 
make them tougher targets for any interviewer. 
In addition, the older person who is conscious 
of faltering memory and declining mental 
ability can be expected to shy away from 
questioning by strangers, especially when his 
answers are recorded. It is not surprising, 
then, that they are reported both to require 
more coaxing to grant interviews and to refuse 
more often. 24/ Similarly, they are less 
cooperative respondents to mail question- 
naires. 25/ 
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Failing memory and lowered ability to 
concentrate would logically make for less con- 
sistency from an initial interview to a later 
one, on the part of the aged. And indeed that 
seems to be the case as appears in at least one 
report. 26/ It would be interesting to do a 
study of this sort with the added element of 
either reminding or not reminding respondents 
of their earlier answers. The age -borne tend- 
ency to rigidity and to maintenance of attitudes 
should lead to greater consistency where older 
people can recall or be reminded of their 
previous statements. 

The supposed "disengagement" of the aged 
has been suggested as a source of two types of 
respondent behavior. Whether or not disengage- 
ment is the best explanation, Gergen and 
Back 27/ have reported that older people tend to 
give more "no opinion" responses as well as more 
extreme responses- -both events supposedly the 
result of resistance to interviewer attempts to 
cajole more refined answers from their sample 
members. 

On the basis of the characteristics of the 
aged which have been summarized here, three 
additional general hypotheses may be proposed: 
(1) other things being equal, older people will 
require more time for an interview; (2) they 
will respond differentially to several interview 
topics; (3) they will react differently to 

interviewer characteristics. 

Longer interview time should result from 
several things. Oldsters are more reluctant 
respondents and more time is probably used in 
persuading them to answer problem questions. 
Their nervous and intellectual reflexes are 
slower, they are more cautious and deliberate in 

decision making, so they require more time to 
select answers. Consciousness of failing memory 
and mental ability will also retard the speed 
of answers. 

Changed interests and values should make 
for greater cooperation, on some topics, from 
older than from younger persons. They could be 
expected, for example, to respond more fully, 
and give more refined answers, to questioning 
on health matters. They will probably be more 
cooperative and straight forward in answering 
questions on their own income. Similarly, they 
will be more interested and responsive to topics 
relating to religion. Changing values will give 
different emotional tones to many specific 
topics -- thereby differentiating older from 
younger respondents. For example, oldsters could 
be expected to be more detached in the reporting 
of their own occupational successes and failures- - 
1r in speculating about things related to death. 



Several age -related changes make it 
reasonable to hypothesize that some interviewer 
characteristics will differentially affect older 
respondents. They should he more responsive to 
interviewers who are able to be fairly neutral 
stimulants, thereby offering the least occasion 
for any kind of a distracting power struggle 
between interviewer and respondent. There is 
likely to be a great difference in the quality 
of answers given to interviewers who speak 
distinctly and who are able - -or permitted --to 
use explanatory transitions from one topic to 
another - -more so than with younger people. They 
will probably be more cooperative with detached- - 
and less with friendlier - interviewers than will 
younger people. 

And so on. I have given you a far from 
exhaustive list of the effects of aging which 
may be important in conducting surveys and 
interpreting data there from. Plus a few 
examples of ways in which it seems the interview 
process might be affected. 
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UNRELATED QUESTION RANDOMIZED RESPONSE TECHNIQUES WITH TWO TRIALS tER RESPONDENTI/ 

A. L. Gould and B. V. Shah, Research Triangle Institute 
and 

J. R. Abernathy, University of North Carolina 

1. Introduction 

Surveys aimed at obtaining information about 
the incidences of abortions in a population, the 

proportion of births occurring to unwed mothers, 
etc., usually are complicated by the fact that 
respondents are often reluctant to truthfully 
answer direct questions about such sensitive sub- 
jects. In an effort to circumvent this problem, 
and elicit a greater degree of cooperation from 
the respondents, researchers have developed ran- 

domized response techniques [1 -4]. With such 
techniques, interviewed individuals are required 

to answer a randomly chosen question, with only 
the answer and not the question answered being 
known to the interviewer. However, even with 

randomized response procedures, respondents may 
refuse to cooperate. The purpose of the research 
reported here is to develop some models for the 

behavior of respondents when the unrelated ques- 
tion randomized response technique is used, and 

to apply these models to the results from surveys 
aimed at obtaining information about sensitive 
subjects; in particular we shall consider the 
results from a survey aimed at obtaining infor- 
mation about the proportion of households in 
North Carolina in which an illegitimate birth 
occurred [3]. 

Randomized response techniques originate 
from the work of Warner [4], who proposed that 
the sensitive question be presented to a respon- 
dent in a negative and a positive form, with the 
respondent randomly choosing one of the two 

forms and (truthfully) answering the chosen 
question without telling the interviewer which 
question was being answered. According to 
Warner, in view of the possibility of untruthful 
answers to direct questions, appreciable in- 
creases in efficiency are realizable with the 

randomized response technique. 
The unrelated question randomized response 

variation of Warner's model was first reported 

by Horvitz, Shah, and Simmons [3], and its the- 

oretical framework has been discussed by Green- 

berg, Abul -Ela, Simmons, and Horvitz [2]. The 

purpose of the variation was to increase the co- 
operation of respondents and the veracity of 
their responses beyond what the Warner technique 
might accomplish by, for example, removing the 

"heads I win, tails you lose" impression the 

structure of the Warner procedure might give. 
The unrelated question procedure poses two ques- 
tions to the respondent, one dealing with the 
sensitive subject and the other being unrelated 
and innocuous; a randomizing device determines 
which question is to be answered, and the res- 
pondent (hopefully truthfully) answers the spec- 
ified question without telling the interviewer 
which question is being answered. Horvitz, Shah 
and Simmons considered the situations where the 
respondent uses the device twice, giving two 
(assumed) independent answers, or once, giving 
one answer. They developed the formulas when 
one and two independent samples are interviewed, 

1/ Research supported by the National Institutes 

of Health, Contract No. 325- NIH -918A. 
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with the probability that the sensitive question 

will be presented to the respondent being dif- 

ferent in the two samples, and applied their 

results to data from a study on the proportion 

of households in which an illegitimate birth 

occurred. The predicted proportions of house- 

holds with illegitimate births differed from 

what would be expected, and they discussed some 

reasons for the discrepancies, observing that 

alternative models for the behavior of the ran- 

domizing devices and respondents might be ap- 

propriate. Such alternative models form the 

subject matter of this paper, and the data re- 

ported by Horvitz, Shah, and Simmons will be 

used subsequently for application of the various 

models to be discussed. 

2. Preliminary Considerations 

The unrelated question randomized response 

model assumes that the randomizing device pre- 

sents the sensitive question to a respondent 

with the nominal probability, and that each res- 

pondent truthfully answers the presented ques- 

tion. In practice, these assumptions probably 

do not hold because of the idiosyncrasies of 

human beings and the imperfection of mechanical 

devices. 
For example, respondents may not understand 

the procedure even after having it explained to 

them, and instead of answering the presented 

question, may randomly answer affirmatively or 

negatively. Alternatively, respondents in the 

sensitive group may, with a certain probability, 

answer the sensitive question untruthfully when 

it is presented, and this probability may depend 

(if each respondent takes two trials at using 

the device) on what had transpired previously. 

(That is, whether this was the first or second 

time the device was being used or the sensitive 
question was being presented, and if the second 

time, what had occurred on the first trial.) 

As still another possibility, a respondent in 

the sensitive group may refuse with some probab- 

ility to truthfully answer any question requir- 

ing an affirmative answer, figuring perhaps that 

any positive answer might be stigmatizing. Or, 

possibly, this might be the attitude of respon- 

dents even in the non -sensitive group. Yet 

another possibility is that, when presented with 

the sensitive question, a respondent might de- 

cide to (possibly, but not necessarily, truth- 
fully) answer the non -sensitive question. 

Besides all the multitude of behavioral 

variations on the part of respondents, the 

randomizing devices may not be presenting the 

two questions with the nominal (assumed) pro- 

babilities. Horvitz, Shah, and Simmons dis- 

cussed a number of possible explanations for 

this situation. 
A general model from which particular 

behavioral models may be obtained by intro- 

ducing sets of assumptions turns out to be a 

most practical vehicle for considering the 



possible variations in behavior in a unified 
way. To specify such a model, some basic 
assumptions about the behavior of respondents 
are required; for the model to be considered, 
only four assumptions are required: 

(1) For the two trial situation, a respon- 
dent who does (not) understand the 
procedure on the first trial will (not) 
understand the procedure on the second 
trial; 

(2) Any respondent will always answer a 
question truthfully if the true answer 
is the negative (that is, the ques- 
tions are defined so that a negative 
answer can never be stigmatizing); 

(3) The randomizing device is such that 
the probability either question is 
selected at any trial does not depend 
upon which questions were selected at 
a previous trial (that is, separate 
trials with the randomizing device are 
independent and identically distri- 
buted). 

(4) The innocuous question is unrelated to 
the sensitive question (i.e., the pro- 
bability that an individual is in one 
or the other of the groups specified 
by the innocuous question does not de- 
pend upon the individual's possessing 
or not possessing the sensitive attri- 
bute, and vice versa). 

To develop the probabilities of the various res- 
ponses an individual may make, no other basic 
assumptions are required. 

3. The General Model 

We shall consider the situation in which 
each respondent uses the randomizing device 
twice. The form of the model which applies when 
there are two trials per respondent is given in 
Figure 1. The various probabilities appearing 
in Figure 1 are conditional upon events which 

precede them along the flow chart (which starts 
in the diamond labelled "comprehend ? "). Aside 
from the parameter p which characterizes the 

behavior of randomizing device (and of which 
there are as many values as there are samples), 
the double trial model contains forty -two para- 
maters. Not all of these parameters are simul- 
taneously estimable; indeed, given two samples 
in the two -trial case, at most six parameters 
can be estimated. However, by judiciously 
selecting the paramters to be estimated and the 
assumptions (fixed values, equality relations, 
etc.) to be applied to the remaining parameters, 
a wide variety of models for which the para- 
meters can be estimated may be defined. 

For an individual from whom two responses 
are elicited there are four possible responses: 
"yes, yes", "yes, no", "no, yes", "no, no ". B y y y y By 
following along the flow chart in Figure 1 the 
expressions for the various response probabili- 
ties may be obtained; these are given as 
Equations (1). 

The parameter p appearing in these ex- 
pressions denotes the probability with which the 
randomizing device presents the sensitive ques- 
tion to a respondent. If two samples from the 
population are drawn, different randomizing de- 
vices, with different values of p , will gener- 
ally be used for the two samples. In what fol- 
lows, p will denote the value of p for the 
randomizing devices used in the first sample, 
and p will denote the value of p for the 
randomizing devices used in the second sample. 
The parameter denotes the proportion of 
individuals in the population who possess the 
sensitive attribute, the parameter 11.2 denotes 
the proportion possessing the innocuous attri- 
bute, and the parameter denotes the propor- 
tion who do not understand the procedure and 
answer at random, independently of the attributes 
they do or do not possess (with the p's denoting 
the probabilities of the various answers for 

EQUATIONS (1) 

Pr{yes, yes} + + + 

+ E7v1v2 (1-7)v1v3} + (1-p)2{n1n2v1v4 + 
(1-71)1.211134 

Pr{yes, no} -{p2{7r1E1E2o1(1-a2)+ (1-El)(1- 

p(1-p){v1ff2IE1o1(1-(74) + 

p(1-p)7r17r2{1ala4 

+ p1p2(1-7r3) 

-v2) (1-7)v1(1-v3)] 

-E5)(1-111)116] 

(1-E8)(1-v1)v6] 

3 
+ (1-p1)p3(1-7r3) 

+ + + (1-p)2{7r17r2v1(1-v4) + 

Pr{no, yes} + + (1-E1)E5(1-u1)u5 

p(1-p){71n2IE1(1-al)o7 + 

+ 7r1(1-7r2)9v8 + (1-7r1)7r2n2} + (1-p)2{,rl,r2(1-vi)v7 + (1-7:1),:2(1-n1)n4}}7r 

Pr {no, no} - 1 - Pr {yes, yes} - Pr {yes, no} - Pr {no, yes} 
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these individuals). The parameters denote 
probabilities that an individual possessing the 
sensitive attribute will, when presented with the 
sensitive question, choose to consider instead 
the innocuous question. The remaining parameters 
denote the probabilities of telling the truth 
in various situations. If the responses of dif- 
ferent individuals are independent, then the set 
of response probabilities (1) constitute the 
parameters of a multinomial distribution. Table 
1 contains the probability functions, with the 
combinational factors omitted, appropriate to the 
two -trial design for one and two samples. 

The complicated functional forms of the 
response probabilities for the models render 
attempts to obtain explicit functional forms for 

estimators of the parameters impractical, if not 

impossible. Even for relatively simple behav- 

ioral models involving only a few of the para- 
meters, explicit solutions for the parameters may 
not be unique. In order to make consideration 
of a variety of models convenient, the parameters 
were estimated by directly maximizing the likeli- 
hood function, using a direct search technique, 
with the parameters to be estimated and the 

various constraints specified in the input. 
Unfortunately, a direct maximization of the like- 

lihood function does not lead to an expression 
of the covariance matrix of estimators as a by- 
product, as, for example, Gauss -Newton iteration 
does. Another approach to obtaining the covar- 

TABLE 1 

iance matrix of estimates is required; although 
results are not yet available, the technique of 
pseudoreplication will be used to obtain the 
estimates of the variances and covariances of the 
estimators. In view of the desirability of 
looking at the variation in values of the likeli- 
hood function [5], this technique has consider- 
able merit. It proceeds by randomly allocating 
the units of samples into subsets, and esti- 
mating the parameters separately for each subset. 
The variances and covariances of the estimators 
obtained from the whole sample are then esti- 
mated using the corresponding quantities compu- 
ted for the estimates obtained separately for 

each of the subsets. 

4. Behavioral Models Obtained 
from the General Model. 

The behavioral models to be applied to the 
illegitimacy data are described in Table 2. The 
general model is so formulated that, except for 
the p's, ir's, es, and p's, all the parameters 
are probabilities that a "yes" answer will be 
given when it is the truth; a "no" answer is 
assumed to be always given when it is the truth. 

In performing the calculations, all parameters 
which do not have specified fixed values, are 
being solved for, are not otherwise equal to 
other parameters, or do not satisfy other con- 
straints, are assumed to have a value equal to 
unity. 

PROBABILITY FUNCTIONS OF THE POSSIBLE RESPONSES WHEN 

RESPONSES OF DIFFERENT INDIVIDUALS ARE ASSUMED INDE- 

PENDENT; TWO TRIALS PER RESPONDENT. *) 

Structure 
of Survey Notation 

Probability Function, Combina- 
torial Factors Omitted 

Two trials per 
respondent, one 
sample 

n12 

= no. of "yes, yes" 
responses 

= no. of "yes, no" 
responses 
no. of "no, yes" 
responses 

Two trials per 
respondent, two 
samples 

n11 
= no. of "yes, yes" 

responses in 
sample 1 

= no. of "yes, no" 
responses in 
sample 1 

201 are the 

corresponding quantities 
for sample 2 

n01 
al 

n10 n01 

210 m01 
a2 ß2 Y2 

°111001 
(1-a2-ß2-Y2) 

* Pr {no, yes }; the subscripts a Pr {yes, yes }, Pr {yes, no }, y p 

of a, ß, y denote the sample to which the values of the probabilities apply. 
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TABLE 2 

SOME BEHAVIORAL MODELS WHICH MAY BE OBTAINED FROM THE GENERAL MODEL 

Model 
Number Verbal Description 

Parameters 
to be 

Estimated 

Fixed Values 
Not Equal 
to Unity Equalities 

Other 
Constraints 

All respondents comprehend, and ans- 

wer the presented question truthfully 

Pl 

p2 '3 
P2 P1 

P3 

2 

Not all respondents comprehend; 

those who do answer the presented 

question truthfully; those who 

don't are equally likely to answer 

"yes" or "no" 

2' r3 
= '3 

2 

P1 5 

3 

Not all respondents comprehend; 
those who do answer the presented' 
question truthfully; those who 
don't answer "yes" with unknown 
probability 

r2' 

P2 = '3 
P2 P1 
p p 
3 1 

4 Same as for Model 1 
'f2' 

PI p2.° .42857 p, 

5 Same as for Model 1 
'f2' p2 = p1 - .4 

6 Same as for Model 1 
n2' 

7 

All respondents comprehend, res- 
pondents in the sensitive group 
might lie when presented with the 
sensitive question, and this doesn't 
depend upon any previous behavior; 
otherwise, the presented question 
is answered truthfully 

P1 '7 

P2 '3 

°2 = 

o5 

2 

al 

8 

9 

All respondents comprehend; res- 
pondents in the sensitive group 
might lie (with unknown probabil- 
ity) when presented with the sensi- 
tive question the first time; if 
presented with the sensitive ques- 
tion a second time, they lie with 
probability 1 if they lied the first 
time, and with unknown probability 
(possibly different from the first) 
if they told the truth the first 
time; otherwise, the presented ques- 
tion is answered truthfully) 

i2, °l' °2 °5 = O 

Pl '7 

p2 = ,3 

V2 

'8 

Same as for 8, except that respon- 

dents in the sensitive group may 

answer the sensitive question truth- 

fully if it is presented a second 

time and they lied the first time 

it was presented 

n2' 

02' a5 

P1.= 
'7 

P2 
.3 

v2 al 

y8 
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Table 2 (cont'd 

Model 
Number Verbal Description 

Parameters 
to be 

Estimated 

Fixed Values 
Not Equal 
to Unit '.ualities 

Other 
Constraints 

10 All respondents comprehend; when respon- 
dents in the sensitive group are pre- 
sented with the sensitive question, they 
might lie; when respondents are required 
to answer the nonsensitive question af- 
firmatively, they might lie, possibly 
with a different probability 

r2' 01' 

4 

7 
= .3 

p2 

02 
0 
5 

a1 
y5 

04 

v4 a4 

v7 =a4 

nl = 04 

n2 04 

n3 04 

n4= a4 

11 All respondents comprehend; any respon- 
dent faced with giving an affirmative 
answer to a presented question might lie 

0 1 .7 

P2 '3 

04 =05=07 

=v7 =n1 

=a1 

12 

' 

All respondents comprehend; respondents 
in the sensitive group, when presented 
with the sensitive question, might decide 
instead to truthfully answer the non- 
sensitive question; the nonsensitive 

question is always truthfully answered 

1 2 1 
= .7 

P2 '3 

= 4 
&5 c6 

= 7 8 

&9 - E1 

5. Application of the Models to Data 
from a Study on the Proportion of House- 
holds in North Carolina in which an 
Illegitimate Birth Occurred. 

A summary of the data from the illegitimacy 
study reported by Horvitz, Shah, and Simmons [3], 
is presented in Table 3. 

TABLE 3 

For all of the surveys, equals 0.7 and 
p2 0.3. A summary of th results of the cal- 
culations is presented in Table 4. 
Table 5 contains a summary of the results of 
Horvitz, Shah, and Simmons. 

FREQUENCIES OF THE VARIOUS RESPONSES FROM THE ILLE- 

GITIMACY STUDY. THE OBJECTIVE OF THE STUDY WAS TO 

DETERMINE THE PROPORTION OF HOUSEHOLDS IN NORTH CAR - 

OLINA REPORTING A BIRTH TO AN UNWED MOTHER. TWO 

RANDOMIZING DEVICES WERE USED. SEE [3 ] FOR DETAILS. 

POPULATION SUBSET 

White households (randomizing 
device is deck of cards) 

Nonwhite households (same 
randomizing device) 

White households (randomizing 
device is bead box) 

Nonwhite households (same 
randomizing device) 

Sample 1 7 Sample 2. p = .3 

nll n10 n01 m11 m10 

137 271 253 1227 512 291 215 1340 

29 52 45 223 124 54 61 298 

37 55 61 320 141 67 48 375 

16 21 22 117 25 13 5 67 
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TABLE 4. 

SUMMARY OF CALCULATIONS FOR THE ILLEGITIMACY DATA FROM [3 J* 

Model Number (See TABLE 3) 

No. Parameters 
1 2 3 4 5 6 7 8 9 10 11 12 
2 3 4 3 3 4 3 4 5 4 3 3 

Log 
Likelihood -3368.42 -3346.40 -3345.83 -3357.82 -3367.56 -3344.47 -3352.64 -3362.34 -3351.51 -3348.65 -3364.36 -3368.42 

White Chi -Square 64.88 19.28 17.92 43.96 63.23 15.63 33.82 52.92 31.65 24.17 56.51 64.88 
d.f..,(X2) 4 3 2 3 3 2 3 2 1 2 3 3 

Card .02324 .004041 .01872 .00211 .02005 .002749 .9482 .08408 .2181 .3931 .05869 .02865 
Deck 

.8616 .8514 .8925 .8391 .8531 .8637 .8134 .8427 .8074 .8296 .8854 .8618 

Non- Log 
White Likelihood -685.84 -682.02 -683.01 -683.94 -685.76 -681.53 -685.72 -684.87 -682.88 -681.55 -685.28 -685.84 
HH. Chi -Square 10.00 2.23 2.20 6.16 9.79 1.24 9.76 8.00 4.00 1.30 8.97 10.00 
Card d.f.,,(X2) 4 3 2 3 3 2 3 2 1 2 3 3 
Deck .04299 .02163 .01989 .01995 .02053 .01057 .04805 .09615 .2322 .5264 .05727 .04299 

a2 .8981 .9073 .9078 .8781 .8877 .8979 .8958 .8837 .8540 .8553 .9088 .8978 

Log 
White Likelihood -879.56 -878.16 -877.90 -877.61 -879.29 -876.88 -879.46 -879.52 -879.45 -879.51 -879.54 -879.55 

-Square 9.33 5.66 5.48 8.89 3.81 9.12 9.25 9.14 9.30 
Bead d.f.,,(X2) 4 3 2 3 3 2 3 2 1 2 3 3 
Box .05434 .01999 .02052 .02024 .02024 .02038 .05830 .05767 .05943 .06752 .06533 .05446 

.7646 .7478 .7326 .7446 .7518 .7502 .7631 .7631 .7624 .7688 .7702 .7646 

Non - Log 
White Likelihood -232.76 -231.76 -231.76 -231.09 -231.99 -230.93 -230.80 -232.07 .230.79 -231.31 -232.77 -232.75 

-Square 7.28 4.78 4.79 4.32 6.22 3.70 6.25 3.54 4.31 7.26 7.27 
Bead d.f.,,(X2) 4 3 2 3 3 2 3 2 1 2 3 3 

Box .08512 .06436 .02098 .004756 .04941 .004050 .5374 .1594 .3059 .3305 .08888 .08596 

*2 .7525 .7730 .6758 .7048 .7188 .7079 .6464 .7120 .6438 .6639 .7532 .7517 

* The sensitive attribute is occurrence of an illigitimate birth in the household during the past year; the nonsensitive 
attribute is having been born in North Carolina. 



TABLE 5 

SUMMARY OF RESULTS OF HORVITZ, SHAH AND SIMMONS 

Model 1 

Estimates 
Model 4 
Estimate 

Population Expected ;1 
n2 

White HH. 
Card Deck .002 .141 .755 -.0003 

Nonwhite HH. 
Card Deck .034 .151 .805 .027 

White HH. 
Bead Box .002 .122 .704 -.0007 

Nonwhite HH. 
Bead Box .034 .180 .648 .020 

6. Discussion and Remarks 

The estimates obtained by Horvitz, Shah and 

Simmons differ from those obtained through the 
use of the model because the Horvitz, Shah and 
Simmons estimators are moment estimators, and 
those obtained for the model are obtained by a 

search for a set of values maximizing the likeli- 
hood function. In discussing the large devia- 
tion of the estimate of from its expected 
value, Horvitz, Shah and Simmons considered a 
number of explanations relevant to the modeled 
behavior, in particular the possibility that 
the realized p values were different from the 
nominal ones, and that there may have been some 
confusion on the part of the respondents. They 
considered also the possibility that misreading 
of the sensitive question, or the way the proce- 
dure was described to the respondents, may have 
led to an excess of positive answers. The 

possibility in the general model which comes 
closest to describing this source of error is 

model 3, although the situation is not exactly 
that of confusion on the part of the respon- 
dents. Deliberate untruthfulness on the part of 
the respondents does not appear to be a relevant 
explanation in the present case. From the re- 
sults of fitting the models, it appears that 
models 3 and 6 do the best job in describing 
the data. The estimated parameter values and 
predicted frequencies for these models are dis- 
played in Table 6. We note that the predicted 
proportions of households with an illegitimate 
birth are considerably closer to what would be 
expected than was the case for Horvitz, Shah 

TABLE 6 

PARAMETER ESTIMATES AND PREDICTED 

FREQUENCIES FOR MODELS 3 AND 6 

MODEL 3 MODEL 6 

Population 
r2 n3 w1 

White HH. 
Card Deck 

.01872 .8925 .7179 .4102 .002749 .8637 .6270 .3373 

Nonwhite HH. 
Card Deck 

.01989 .9078 .7462 .5000 .01057 .8979 .6208 .3241 

White HH. 
Bead Box 

.02052 .7326 .8448 .5780 .02038 .7502 .6222 .2995 

Nonwhite HH. 
Bead Box 

.02098 .6758 .7509 .5898 .004050 .7090 .5548 .2719 

Population Sample YY 
Observed 
YN NY NN 

Model 3 
YN NY NN YY 

Model 6 

YN NY NN 

White HH. 1 137 271 253 566 143 246 246 592 150 247 247 582 
Card Deck 2 512 291 215 322 493 269 269 310 510 258 258 314 

Nonwhite HH. 1 29 52 45 97 31 45 45 102 31 47 47 99 
Card Deck 2 124 54 61 59 120 61 61 57 124 58 58 58 

White HH. 1 37 55 61 167 39 53 53 175 39 56 56 170 
Bead Box 2 141 67 48 119 136 62 62 117 141 58 58 117 

Nonwhite HH. 1 16 21 22 58 17 19 19 61 17 20 20 59 
Bead Box 2 25 13 5 25 23 11 11' 22 25 9 9 23 
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and Simmons' results; this may be due to the 
fact that the present estimators are maximum 
likelihood, rather then moment estimators. The 
relatively close agreement of the predicted fre- 
quencies with the observed frequencies does not, 
of course, mean that the models are adequate 
representations of reality: models 3 and 6 des- 
cribe different types of behavior. However, the 

models are relatively consistent insofar as 
their predictions of the values of are con- 
cerned. At least for the population considered, 
the percentage of households in which an illegi- 
timate birth occurred appears to be approxi- 
mately 2 %, for both white and non -white house- 
holds. However, the precisions of the estimates 
remain to be determined. 

There is certainly a need for considerable 
empirical experience in applying the models to 

surveys employing the unrelated question ran- 
domized response technique. Such experience is 

necessary for determining which of the particu- 
lar models obtainable from the general model 
will be useful in various situations, and which 
of the models will prove to be of limited or 

negligible utility. Moreover, empirical exper- 

ience is also necessary to determine if there 

are behavioral models not obtainable from the 

general model which are useful for describing 

the behavior of respondents. 
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A GENERAL RESPONSE AND MEASUREMENT ERROR MODEL AND 

ITS APPLICATION TO THE ANALYSIS OF 2 x 2 CONTINGENCY TABLES1/ 

A. Lawrence Gould, Research Triangle Institute 

1. Introduction 

Nonsampling errors in survey data have been 
the subject of considerable interest and research, 
as the extensive bibliography in Cochran [1] indi- 
cates. Errors of this sort may be classed as non- 
response errors, where for one reason or another 
observed measurements on some of the sample units 
are not available, and. what are often called "mea- 
surement" errors; this paper is concerned with 
these latter errors. 

Treatments of "measurement" errors tend to 
take one of two approaches: a model is postulated 
for their probability structure and the conse- 
quences with regard to the distributions of var- 
ious statistics are worked out; or, starting with 
reinterview data, various statistics are devised 
to indicate the effects of the "measurement" er- 
rors, with little explicit specification of a pro- 
bability structure for the errors. The research 
discussed is an attempt to tie these approaches 
together by developing a general model for res- 
ponse and measurement errors, and showing how the 
elements of this model enter into the distribution 
of statistics developed through the second ap- 
proach just mentioned. 

2. The General Model 

Suppose there is a population of N dis- 
crete individuals, and that with each individual 
there is associated a vector, , of character- 
istics. Usually, for an individual, the elements 
of are regarded as being fixed; however, there 
are circumstances in which it is more appropriate 
to regard them as random variables. If the ele- 
ments of are regarded as fixed, the measure- 
ment errors have the interpretation that on re- 
peated attempts to observe the value of , 

different realized values would occur. The ele- 
ments of may be regarded appropriately as 
random when, for instance, they correspond to 
states of mind of an individual with regard to 
various political or social issues. When a 
survey is conducted at some time (or trial) t , 

and a sampled individual is approached for inter- 
view or measurement, assumes a particular 
value . The distribution of potential values 
of may be different for different individuals, 
although they will be assumed to be in the same 
family of distributions, so that the individual 
distributions will differ only in the values of 
the elements of a parameter vector, . The 

distribution (probability or density function) 
of over all trials t , for the i -th popula- 
tion member will be denoted by ) . In 
turn, may be regarded as having aidistribution 
over different individuals of the population, 
with probability or density function g(e)e) 

being a set of parameters characteristic of the 
population. The act of drawing a sample of indiv- 
iduals from the population is therefore equiva- 
lent to drawing a sample of 6's, and also equiv- 
alent to drawing a sample of distributions. 

1/ Research supported by the U. S. Bureau of the 
Census, Contract No. Cco -9319. 
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When a survey is conducted under conditions 
Y at trial t , the i -th member of the popula- 
tion (if in the sample) will yield a measured 
response nit when information regarding 

is elicited. If the measuring or interviewing 
process contains no errors, then = 

' 

the value of at trial t for the i -th 
individual. This is, however, only the ideal 
situation; in practice, nit may be regarded 

as a random variable with a distribution de- 
pending upon and the conditions under 

which the survey is conducted. The probability 
or density function of nit (the evoked res- 

ponse of individual i at trial t may be 
denoted by 

hY(Y; 
i 
(y)) 

where 1(y) denotes a set of parameters spec- 

ific to the i -th individual and survey condi- 
tions y . As do the B's , the 4's have a 
distribution over the population, with prob- 
ability or density function k (0,0(y)). The 

Y 
notion of a "trial" t may be generalized to 
include a set of "trials" (t1,..., tm} , in 

which case and nit are vectors of 

possibly correlated elements: 

= (it )' 

1 m 

nit nit 
1 m 

Thus, repeated surveys may readily be dealt with 
in the framework of the model. 

The distribution f(C; be thought 

of as the response error distribution for an 
individual because it describes the distribu- 
tion of potential responses (F's) the indivi- 
dual might present at an interview. The dis- 
tribution hY(n; may be regarded as 

the (conditional) measurement error distribution 
which depends upon the survey conditions, the 
individual, and the response he presents at 
the interview; it describes the distribution of 
potential measurements of the response. For 
this reason, will be called the "response ", 
and n , the "measurement ". 

As a physical example to illustrate the 
distinction between these two conceptual errors, 
suppose one wishes to measure the length of a 
metal bar on two occasions, and that the unit of 
length is taken to be the meter bar formerly 
used as a length standard as it existed at a 
given instant of time. Then, at either oc- 
casion, the metal bar of interest has,in terms 
of this length standard, a definite length. 
The objective of the measurement procedure is 
to determine what the lengths on the two oc- 



casions are. Because of environmental differ- 

ences between the two occasions of measurement, 

the "true" length of, the bar may not be the 
same on both occasions; this variation is the 

response error. On measuring the bar's length 

on either occasion, the inaccuracy of the mea- 
suring instruments may lead to an observed 

length different from the "true" length at that 
occasion; this variation is the "measurement" 
error. 

As well as the distribution of measurements 
on an individual conditional upon a particular 
response , one may envisage a distribution 

for the measurements averaged over all possible 
responses under a given set of survey conditions. 
Such a distribution is 

h(n; i(Y)) - 

hY(n; yY)) f(E; ei) 

hY(n; E, ei) 

depending upon whether is a continuous or 

discrete random variable. Intuitively, h* may 
be regarded as follows: given a particular in- 
dividual, if one could obtain a measurement n 

at various trials under the same survey condi- 
tions and the act of measuring did not affect the 
process generating the measurements, then the 

observed distribution of measurements would be 
described by h *Y . 

The distributions f, h, and h* are mar- 
ginal distributions. In reality it may happen 
that the responses or measurements of different 
individuals are correlated; this is essentially 
the point at which the two approaches to analy- 
zing non -sampling errors of the "measurement" 
type diverge. Generally speaking, population 
structure approaches assume the between- indiv- 

idual correlations to be either absent or to 

have a particular form; the sample statistic - 

oriented approach makes no assumption about the 

absence of correlations between individuals. 
The remainder of this paper is concerned 

with an application of the model to the analysis 

of 2 x 2 contingency tables. In this situation, 
an individual is in, or is assigned to, one of 

four classes according to his possession or non - 
possession of either of two attributes. For no- 

tational convenience, an individual's response 

and measurement may be regarded as 4- element vec- 
tors; the j -th element of a vector being unity 
if and only if the individual is in, or is as- 

signed to, the j -th of the four possible cells 
of the contingency table, and the remaining ele- 
ments of the vector being zero. 

3. An Example of the Population Structure Approach 

From the population structure point of view, 
the roles of the response and measurement error 
distributions are so defined as to yield, for one 

or more trials, a presumed distributidn for the 
observed cell frequencies. In application, then, 

the problem becomes that of estimating the para- 

meters appearing in the functional form of the 
presumed distribution. 

As a simple example of a population struc- 

ture model for the 2 x 2 contingency table situ- 
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ation, assume that observed classifications of 
different individuals are independent, as are the 
classifications of any individual on separate 
trials. Then 

f(E; ei) 

h(n; = n' 

h*(n; 

(0 is a matrix; all the other entities are vec- 

tors) . 
Suppose and 

0i 
are independently dis- 

tributed, and that e* E(e) and 0* E(4) ; 

then the averages of the frequency distributions 

f and h* over all individuals in the popula- 

tion are 

and 

f'(E; 0*) 

h*'(n; e,* 0*) n'O*e* 

On the average basis, h *' may be taken as 

the distribution of the various cells in the 

table, and the distribution of observed fre- 

quencies is a multinomial distribution with the 

four possible values of h *' as the parameters. 

The objective is, given a set of observed clas- 

sifications, to estimate the values of the ele- 

ments of 0* and e* . If the sample units are 

classified on two occasions, and the responses 
of the individuals are assumed not to change 

between the two trials, then the average joint 

distribution of the cells is 

* 
el O 

h *, *) n 
e2 

e* 2 
3 

O 8 
4 

The models developed by Giesbrecht [3] and 

by Koch [6] lead to distributions which are 

special cases of (1) in that additional assump- 

tions regarding the elements of $* are imposed. 

The population structure model developed in the 

example used could be generalized by altering 

the independence assumptions. 

4. An Example of the Sample- Oriented Approach 

The sample- oriented approach is by and 

large concerned with estimating the population 

proportions falling into the various categories, 

and with investigating the roles of various 

sources of error and various intercorrelations 

on the precision of the estimators of these pro- 

portions. Suppose that the elements of 

represent the true proportions of the'popula- 

tion falling into the various cells of the 
table, where e is defined by 

E {E} E E e) g(0;4.0) 
. 

In the presence of measurement errors, an un- 

biased estimate of e may not be obtainable. 

The expected value of a single observation on 

individual i of the population is 



E{ni} = E E (E n hY(n;,(Y)) - 
n 

M; e) g(e; ) 

in general, the value of the bias term is not 
known. Given a simple random sample of n units 
from the population, the usual estimator of 
is Y , the sample mean. Other sampling schemes 
could be employed as well; the computations with 
simple random sampling are probably the simplest. 
The covariance matrix of the elements of Y may 
be shown to have the following form, assuming 
the e's and ¢'s to be independently distributed 
in the population: 

N 
111-(N-1)a 

N 

- diag Wei)4]} 

N 

+ E 

n-a 1 1 

n N N(N-1) 

- 

ii, 

(2) 

where e* = E {4} , = E and the distribu- 
tion of is h* ; if the sampling is without 

replacement, a = (N- n) /(N -1) ; if the sampling is 
with replacement, a = 1 ; in both cases, the 
sampling is simple random. The quantities ap- 
pearing in (2) correspond to those defined in the 
example in the previous section. The first term 
of (2) arises from the combined effects of res- 
ponse and measurement errors; the second term re- 
flects the sampling error, and the third term ex- 
presses the degree of correlation between ob- 
served classifications of individuals -- it is 
proportional to what is usually called the "with- 
in -trial correlation between different individu- 
als," -- or at least would be if the quantities 
of interest were scalars rather than vectors. 

In a practical situation, the objective is 
often to estimate the sampling and response - 
measurement contributions. For the present case, 
it may be shown that, if N « n and the third 
term of (2) is zero (which is not, by the way, 
to say that the measurement of an individual is 
uncorrelated with that of an other individual), 
then the usual estimator of the covariance ma- 
trix of the elements of the sample mean is an 

approximately unbiased estimator of V {ÿ} . 

Further, if a repetition of the survey is con- 
ducted under conditions identical to those of 
the original survey, and if measurements on dif- 
ferent trials are assumed uncorrelated, then the 

quantity g , 

n 

g = 
.1E 

- - 
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where is the observed measurement on the 

j -th sample unit, with expectation 

N 
E{g} = E {diag[(*ei)1,..., 

i=l 

provides the basis for an unbiased estimator of 
the response - measurement component of (2), 

namely 2 . y g /2n Thus, the moments of the quan- 
tities considered in the sample- oriented ap- 
proach may be related to the distribution ap- 
pearing in the general model. 

The example discussed in this section is 

based upon Koch's [7] extension to the 2 x 2 

contingency table case of the work of Hansen, 
Hurwitz, and Pritzker [5] which, in turn, is 
based on the model of Hansen, Hurwitz, and 
Bershad [4]. Felligi [2] discusses the applica- 
tion of the Hansen, Hurwitz, and Bershad model 
to interpenetrating sample and re- interview 
surveys, considering in detail the various 
intercorrelations which might arise. 

5. Remarks 

One purpose of the proposed model is to 

provide a conceptual way of considering non- 
sampling errors of the "measurement" type which 
allows the population- structure and sample - 
oriented approaches to considering these errors 
to be related to each other, with an explicit 
indication of the respects in which the two 
approaches differ. For the 2 x 2 contingency 
table case, this relating of the two approaches 
is fairly straightforward under some simplifying 
assumptions, as the preceding discussion indi- 
cates. 

The examples presented by no means ex- 
haust the possibilities for developing the gen- 
eral model, and a number of areas of extension 
may readily be visualized, for instance: con- 
sidering the applicability of the model to a 
number of other measurement error models, in- 
cluding those discussed by Cochran and by 
Mandel [8]; extension of the general model to 

include the possibility of sampling plans more 
general than simple random sampling, or surveys 
in which only a subset of the sample is reinter - 
viewed, or to include the effect of non -response, 
etc. 
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METHODOLOGY STUDY FOR DETERMINING THE OPTIMUM RECALL PERIOD 
FOR THE REPORTING OF MOTOR VEHICLE ACCIDENTAL INJURIES 

William S. Cash and Abigail J. Moss 
National Center for Health Statistics 

I. Introduction 

Since the beginning of the National Health 
Interview Survey in 1957, annual estimates on 
the incidence of injuries resulting from all 
types of accidents have been obtained. The most 
recent injury data available are for the period 
July 1966 -June 1967; the data indicate that dur- 
ing this period, an estimated 51.8 million 
persons, 26.9 per 100 persons in the civilian, 
noninstitutional population, were injured. Of 
this number, 3.5 million or 1.8 per 100 persons 
were injured in moving motor vehicle accidents. 
Even though the number of persons injured in 
moving motor vehicle accidents constitutes only 
6.8 percent of the total injured population, 
these data have been of particular interest to 
data consumers. One reason for this interest is 
that motor vehicle injures are often of a more 
serious nature than other types of injures. For 
example, the proportion of motor vehicle injuries 
resulting in activity restriction and bed dis- 
ability is markedly higher than for other types 
of injuries.[1] 

During the past two years, the National 
Center for Health Statistics has experienced an 
increased demand for more reliable and detailed 
statistics on motor vehicle injuries and other 
factors relating to motor vehicle accidents. 
Part of this demand was the result of a greater 
public awareness of the paucity of motor vehicle 
safety standards employed at that time and the 
high number of traffic fatalities and personal 
injuries resulting from motor vehicle accidents. 
Since the Center had not previously collected 
motor vehicle injury data in sufficient detail to 
satisfy the requests being made, a decision was 
made to obtain more detailed information on motor 
vehicle injuries on the 1968 Health Interview 
Survey questionnaire. Prior to the actual data 
collection phase however, it appeared that an 
evaluation study should be conducted for the 
purpose of establishing new estimating procedures 
for motor vehicle data. This was thought to be 
necessary since the collection and sampling pro- 
cedures used earlier to estimate the annual 
incidence of injuries would result in an exceed- 
ingly high sampling error, if used to derive 
annual estimates for more detailed motor vehicle 
data. This report describes the methodological 
aspects of this special study which took place 
between February and May 1967 and presents the 
findings which were later incorporated by the 
Health Interview Survey. 

In the past, estimates on the incidence of 
all types of injuries have been obtained by 
collecting data among sample persons on only 
those injuries that occurred during the two -week 
period preceding the interview and then inflating 
the frequencies to obtain annual estimates. The 
collection of injury data has been limited to a 
two -week recall period primarily because some 
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specific kinds of injuries a person may receive 
have such little impact that respondents may 
forget to report them if much time has elapsed 
between the date of the accident and the inter- 
view. The degree of impact an injury has on an 
individual could be expected to vary depending 
upon: (1) the severity of the injury involved, 
and (2) the circumstances of the accident which 
caused the injury or, more specifically, the type 
of accident that occurred. Therefore, if one 
were to hypothesize that injury -producing motor 
vehicle accidents have a greater impact on an 
individual than injuries obtained from some other 
kinds of accidents, it could be assumed that a 
respondent would be able to remember this type of 
injury for a longer time period and report it in 
a household interview even when a recall period 
longer than two weeks was used. By increasing 
the length of the recall period for motor vehicle 
injuries, the number of injuries reported would 
be increased. This, in turn, would have the 
effect of decreasing the sampling error, making 
it feasible to collect and publish motor vehicle 
injury data in greater detail. 

With these considerations in mind, this 
evaluation study was specifically designed to 
answer the following two questions: (1) can the 
recall period for injuries resulting from motor 
vehicle accidents be increased without greatly 
affecting the respondent's ability to report such 
occurrences, and if this is possible, (2) what is 

the optimum length of recall for the reporting of 
motor vehicle injuries? 

H. The Study Design 

Description of the Survey Procedure. After 
considering the various alternatives, it was 
determined that the best method for evaluating 
the optimum recall period for the reporting of 
motor vehicle injuries was a record check study. 
Briefly, the Motor Vehicle Evaluation Study would 
consist of interviewing a sample of persons known 
to have been in an injury -producing motor vehicle 
accident at some time during the twelve -month 
period preceding the interview. Accident infor- 
mation obtained from the respondent at the time 
of the interview would then be compared with 
comparable data recorded on an official accident 
report form. Final analysis of the data would 
consist of a comparison between a person's injury 
status as recorded on the accident record and on 
the questionnaire used in the interview, as well 
as a comparison of the reporting of other details 
relating to the accident. Of primary interest 
for evaluation however, would be the relationship 
between the ability of the respondent to report 
motor vehicle injuries and the length of time 
between the motor vehicle accident and the inter- 
view. 



The Sample. The Motor Vehicle Evaluation 
Study was conducted in the Research Triangle Area 
of North Carolina where the Division of Health 
Interview Statistics has an experimental field 
interview unit established for the purpose of 
conducting methodological studies of this kind. 
The sample design used for this study had the 
following features. First, the North Carolina 
Department of Motor Vehicles provided the Health 
Interview Survey staff with accident record punch 
cards for those accidents occurring in Durham, 
Orange, and Wake counties in that State during 
February 1966 to February 1967 which met all of 
the specifications listed below: 

1. one or more of the persons involved in 
the accident were residents of Durham, 
Orange, or Wake counties 

2. one or more persons in the accident 
were injured 

3. one or more persons survived the 
accident 

These punch cards were then divided into three 
strata according to the time interval between 
the date of the accident and the interview: 
Stratum I, less than 3 months; Stratum II, 3 -6 
months; and Stratum III, 7 -12 months. Within 
these strata, the cards were sorted by: 

1. whether or not a legal violation was 
involved, and 

2. the most severe injury sustained in 
the accident as reported by the police 
officer who completed the official 
accident report form. 

The sample for the Motor Vehicle Evaluation 
Study was then drawn by using a simple random 
(systematic) sample by strata. The sampling 
fraction for Strata I and III was 1/6 and for 
Stratum II was 1/5. In order to detect differ- 
ences at the .05 significance level, it was 
estimated that approximately 500 accidents would 
need to be selected for this study. The actual 
number of households finally interviewed, how- 
ever, was considerably more than that since a 
certain proportion of accidents involved two or 
more persons residing at different addresses. 

The Motor Vehicle Accident Report Form. 
After the sample was drawn, the North Carolina 
Department of Motor Vehicles was requested to 
provide the Division of Health Interview Statis- 
tics with a copy of the original accident report 
form for each accident falling in the sample. 
The report forms contained the name and address 
of the driver(s) involved regardless of whether 
he was injured and the name and address of all 
other persons in the accident who were either 
injured or killed. The record also contained a 
classification of the type of injury each injured 
person sustained and specific details of the 
accident. The three injury classifications were 
as follows: 
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1. A type A injury was described as a 
visible sign of injury, such as a 
bleeding wound or distorted limb, or 

where the person had to be carried 
from the accident scene; 

2. A type B injury included other visible 
injuries or bruises, abrasions, swell- 
ing, limping and so forth; 

3. A type C injury involved no visible 
sign of injury but the person experi- 
enced momentary unconsciousness or 
complained of pain. 

The Field Operation. Once the motor vehicle 
accident report forms were received, the addres- 
ses of all persons residing in the three -county 
area were abstracted from the record. These 
sample addresses were then grouped into inter- 
view segments according to geographical proximity 
to one another. Prior to the actual interview, 
an advance letter was sent to each sample address 
informing the residents that they would be con- 
tacted by an interviewer from the U. S. Public 
Health Service who would ask them questions about 
the health of their family and other health - 
related items. 

Interviewing was carried out by nine inter- 
viewers from the Health Interview Survey field 
staff over an eleven -week period, from February 
20 through May 5, 1967. The interviewers 
received their training from staff members of 
the Division of Health Interview Statistics. 
The questionnaire the interviewers used for this 
study was a substantially shortened version of 
the schedule implemented in the ongoing program 
of the Health Interview Survey in 1968. In 
addition to the basic questionnaire, a motor 
vehicle accident supplement was completed for 
each reported accident; the supplement contained 
the detailed questions about the types of injur- 
ies sustained and other particulars about the 
accident. 

As can be seen from Table A, an attempt was 
made to interview 939 sample households; of this 
number, 809 households were finally interviewed. 
Since the sample for this study was selected 
from records representing accidents occurring as 
much as a year preceding the interview, it was 
expected that some proportion of sample persons 
would be lost because they had moved from the 
original address. To minimize this kind. of 
loss; however, a follow -up procedure was 
initiated: 

At the close of each interview, several 
questions were asked to obtain the name, 
and, if.possible, thé present address of 
any person who had resided in that house- 
hold at any time during the past 12 months 
but who was not living there at the time 
of the interview. These questions had to 
be asked in each household since the inter- 
viewers, in most instances, were not given 
the name of the sample person, and, conse- 
quently, did not know when they were 
interviewing a sample family. An attempt 



was eventually made to interview those 
sample persons reported to have moved from 
the original address provided: (1) they 
still lived within the three -county area, 
and (2) the new address obtained at the 
original household contained sufficient 
information to locate the person. 

Table A. Number and percent distribution of com- 
pleted interviews of sample and non -sample 
households by place of interview and number 
and percent distribution of non -interviews. 

Interview Status Number Percent Distributions 

Total households 939 100.0 

Completed interviews 809 86.2 100.0 

Households yielding 
sample person: 
at original 
address 

at follow -up 
address 

640 

625 

15 

68.2 

66.6 

1.6 

79.1 

77.3 

1.8 

100.0 

97.7 

2.3 

Households not 
yielding sample 
person: 169 18.0 20.9 100.0 
Interview comp- 

leted at 
original 
address 165 17.6 20.4 97.6 

Interview 
completed at 
follow -up 
address 4 .4 .5 2.4 

Non -interviews 130 13.8 

Of the 640 completed interviews (table A) 
resulting in a sample person, 15, or 2.3 percent, 
were the result of interviews conducted at a 

follow -up address. This percentage seems small 
when compared with the 625, or 97.7 percent, of 
the households yielding a sample person at the 
original address. However, the additional effort 
that went into locating these few sample persons 
seems worthwhile when considering that of the 19 
interviews conducted at a follow -up address, 
slightly over three -fourths of them yielded a 
sample person. 

About 14 percent of the households were never 
interviewed. This compares favorably with the 
percentage of type A, B, and C non -interviews in 
the ongoing Health Interview Survey. Table B 
shows a breakdown of these non -interviewed house- 
holds by reason for non -interview. 

The largest single factor contributing to the 
over -all non -interview rate was that in 23 house- 
holds it was learned prior to the interview that 
the sample person no longer lived at the sample 
address. Another 17 households were never loca- 
ted by the interviewers. The problem of locating 
households occurred because, in some instances, 
the accident record contained an inaccurate or 
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incomplete address. In this study, interviewers 
had the most difficulty finding households with 
rural addresses. The local Post Offices, how- 
ever, provided some help in locating these 
households, minimizing the number of addresses 
that could not be located. 

For the most part, the two types of non- 
interviews described above do not occur with any 
great frequency in the Health Interview Survey, 
and may explain why the non -interview rate in 
this study was higher than that found in the on- 

going Survey. The percentage distributions for 

the other types of non -interviews, such as 
refusals, temporary absences, and demolished 
residences, were quite similar in the special 
study and the Survey. 

Table B. Number and percent distribution of com- 
pleted interviews and non -interviews by reason 
for non -interview. 

Interview Status Number Percent Distribution 

Total households 939 100.0 

Completed interviews 809 86.2 

Non- interviews 130 13.8 100.0. 

Type A 51 5.4 39.2 
Refusal 18 1.9 13.8 

Not at home 22 2.3 16.9 
Other 11 1.2 8.5 

Type B 27 2.9 20.8 
Vacant 18 1.9 13.8 

Other 9 1.0 6.9 

Type C 50 5.3 38.5 
Not sample 

household 23 2.4 17.7 

Could not locate 
house 17 1.8 13.1 

Other 10 1.1 7.7 

Non -interview 
status unknown 2 .2 1.5 

III. Analysis of Data 

The analysis of the record case study is 
based on the data in tables 1 -8, and is dis- 
cussed below. The solution to the problem of 
determining the optimum recall period will be 
treated in a later section of this report. 

Table 1 shows that a total of 590 sample 
persons were interviewed. A sample person is 
defined as any person listed on the motor vehicle 
record who resided within the three -county area 
at the time of the accident. This includes all 
drivers, whether injured or not as indicated on 
the record, and all injured passengers. Also, 
any person reporting an injury, regardless of 
his injury status on the accident report form, 
is defined as a sample person. 



Other facts of interest which are apparent 
from the data in table 1 are: 

1. Eighty -two sample persons, or 13.9 percent of 

the total sample persons interviewed, did not 

report the accident. 

2. The non -reporting of accidents increases as 

the time between the date of accident and 
interview increases. The non- reporting 

ranges from 3.4 percent for less than three 
months to a maximum of 27.3 percent for the 
interval of nine -twelve months. The obvious 

reason for this trend results from an 
increased inability to recall the occurrence 

of a motor vehicle accident as the time 

between the date of accident and the date of 

interview increases. 

Of the 590 sample persons interviewed, the 

motor vehicle record indicates that 377 persons, 
or 63.9 percent, were injured (table 2). There 

are several points of interest evident from this 

table: 

1. For the recall period of less than three 

months, 87.3 percent of the 377 injured 
persons interviewed reported the injury 
sustained in the accident. This compares 

with 78.8 percent for a recall period of 

less than six months, and 75.1 percent for 

less than twelve months. 

2. Fifty -one sample persons, or 13.5 percent of 

the sample persons reported as injured on 

the motor vehicle record, reported the 
occurrence of the accident but did not report 

the injury. It is possible that the injury 

classification on the record may not be 
absolutely correct, and that not all of the 

51 sample persons who reported the accident 
but failed to report the injury actually 

sustained an injury in the accident. How- 

ever, since the record is being used as a 

criterion to estimate the ability of a 

respondent to report motor vehicle injuries, 
the bias introduced by inaccuracies in the 

record must be accepted. If the assumption 

is not made that the record is correct, no 

valid foundation exists on which the deter- 

mination of the optimum recall period can be 
made. 

3. Forty -three persons, or 11.4 percent of the 

sample persons classified on the record as 

being injured, did not report the sample 
accident. This percentage increased as the 

recall period became longer. 

It can be seen from table 3 that, of the 590 
sample persons who were involved in accidents 
and were interviewed, 213, or 36.1 percent, were 

reported as not injured on the motor vehicle 
record: 

.1. Thirty -four sample persons, or 16.0 percent 
of the 213 persons in this group, reported 

an injury when, in fact, the record indicated 
no injury. Most of these injuries were 
reported within a six -month recall period. 
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This reporting trend may indicate that these 
injuries were minor, and were less likely to 
be reported as the recall period was extended 
beyond six months. 

2. Thirty -nine persons, or 18.8 percent of the 
noninjured sample persons, did not report 
the accident. When this percentage is com- 
pared with the 11.4 percent of the injured 
persons who did not report the accident 
(shown in table 2), it seems that a respond- 
ent is more likely to report an accident if 
he received an injury in the accident. 

The reporting of the accident and injury in 
the interview, by type of injury received (as 

indicated on the motor vehicle record), is shown 
in table 4. The following statistics are of 
importance: 

1. For the recall period of less than twelve 
months, 85.5 percent of the type A injuries 
were reported, as compared to 67.8 percent 
type B, and 67.2 percent type C injuries (for 
definitions of type A, B, and C injuries, 
see page 2 ). This difference is signifi- 
cant, and can be interpreted as a result of 
the degree of severity of injury which is 
inherent in the definition of type A, B, and 
C injuries. This trend is also apparent for 
recall periods of three months and six months. 

2. The reporting in the interview of type B and 
C injuries appears equally good. This simi- 
larity was unexpected, since type B injuries 
are, by definition, more severe than type C 
injuries. 

3. For the recall period of less than twelve 
months, 10.7 percent of the sample persons 
who incurred type A injuries did not report 
the accident, as compared to 13.3 percent for 
type B, and 10.9 percent for type C injuries. 
These percentages indicate that the reporting 
of the accident is independent of the type of 
injury received. However, as indicated in 
point one above, the reporting of the injury 
itself is dependent on the type of injury 
received. 

In this study, sample persons were classified 
into two response groups according to the follow- 
ing criteria. A sample person was classified as 
a self respondent if he or some other person(s) 
involved in the accident participated in the 
interview. If this condition is not met, the 
sample person is considered as having a proxy 
respondent. 

The reporting and non -reporting of the acci- 
dent and injury are shown by respondent status in 
table 5. Of particular interest in table 5 is 
the 3.9 percent of all self respondents, compared 
to 11.7 percent of the proxy respondents, who did 
not report the accident when_the sample person was 
injured. Also, since self respondents are gener- 
ally able to report most events more accurately 
than proxy respondents, it was surprising that 
6.9 percent of self respondents, compared to only 
4.3 percent proxy respondents, reported an injury 



for the sample person when the accident record 
indicated none. This reporting pattern probably 
occurred because a few sample persons who were 
not classified on the accident record as being 
injured actually received minor injuries, rather 
than because proxy respondents reported this item 
more accurately than did self respondents. 
Reporting differences for self and proxy res- 
pondents for the other categories in table 5 are 
small. 

Inaccuracies in reporting the date of acci- 
dent (by time interval) among sample persons 
reporting the accident are shown in table 6. 
The following points are of interest: 

1. From table 1 it can be seen that, according 
to the record, 119 sample persons had an 
accident which occurred within a three -month 
period prior to interview. Of this number, 
115 persons, or 96.6 percent, reported the 
accident. Of these 115 sample persons, 6 

persons, or 5.2 percent, reported the acci- 
dent as occurring in the interval three -six 
months prior to interview. This under- 
reporting for the interval less than three 
months is counterbalanced by the reporting 
of 16 sample persons, or 8.5 percent of the 
sample persons, who had an accident in the 
interval three -six months prior to interview, 
but who reported in the interview that the 
accident occurred less than three months 
prior to the time of interview. 

2. For the recall period less than six months, 
5 persons, or 1.7 percent of the sample 
persons reporting the accident, reported it 
as occurring in the interval six -nine months 
prior to interview. This compares with 18 
sample persons, or 8.7 percent, of the sample 
persons who reported the accident as occur- 
ring in the interval less than six months, 
when, according to the record, the accident 
occurred six -twelve months prior to inter- 
view. 

3. Due to delays in interviewing, 59 sample 
persons were interviewed more than twelve 
months after the date of the accident. Of 
this number, 5 sample persons, or 8.5 per- 
cent of the 59 sample persons, reported the 
accident as occurring within the past twelve 
months. 

4 The over -all pattern indicates that a cer- 
tain proportion of the people who reported 
the sample accident, reported it as occurring 
earlier than the actual date of the accident. 
This phenomenon occurs at a slightly higher 
rate than the proportion of people who 
reported the occurrence of the accident on a 
date later than when it actually occurred. 
The net difference appears insignificant 
when examined for the three recall periods 
of less than three months, less than six 
months, and less than twelve months. For 
this reason, analysis of the optimum recall 
period will not be based on the bias in 
reporting of the date of the accident as 
shown in this table. 
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Information on the completeness of reporting 
of the accidents in all sample households is 
shown in tables 7 and 8, by interval since the 
occurrence of the accident and by respondent 
status: 

1. Table 7 shows that 532 sample households 
resulted in an interview which yielded a 
sample person. The 532 households yielded 
590 sample persons (table 1). 

2. In 79 sample households, or 14.8 percent of 
the 532 households, the accident was not 
reported. This proportion compares with 
13.9 percent of all sample persons who did 
not report the accident (table 3). Non - 
reporting of the accident increases as the 
recall period increases. The percentage 
ranges from 2.8 percent for recall of less 
than three months to 30.7 percent for the 
interval of 9 -12 months. 

3. Of the 532 sampled households, 287, or 53.9 
percent, were self -responding households 
(table 8). A household is defined as self - 
responding if at least one person who 
responded in the interview was also in the 
accident, whether or not he was injured. If 
a household could not be classified in the 
self -responding category, then the household 
was defined in the proxy category. Of the 
287 self- responding households, 29, or 10.1 
percent, did not report the accident. This 
compares with 20.4 percent in the proxy - 
responding households. This difference is 
significant, and indicates the magnitude of 
bias which might result when information is 
obtained from a proxy respondent versus a 
self respondent. 

IV. Determining the Optimum Recall Period 

The National Center for Health Statistics has 
collected motor vehicle injury data in its 
National Health Interview Survey for the year 
1968. The question asked of each respondent was: 
During the past twelve months, have you been in 
a motor vehicle accident, either as a driver, 
passenger, or a pedestrian? The data from this 
question have been processed and are available for 
analysis. National estimates of persons injured 
in moving motor vehicle accidents, as well as 
information about factors relating to the acci- 
dent, are to be published. The purpose of the 
record case study is to assist in the determina- 
tion of the recall period to be used in the inter- 
view survey that will give the most reliable 
estimate of P12, the true proportion of motor 
vehicle injuries which have occurred in the 
United States during 1968. The concept and 
definition of a recall period have been discussed 
in the Analysis of Data section. The procedure 
for estimating the proportion of motor vehicle 
injuries which have occurred in the United States 
during 1968 is directly related to the recall 
period selected. 

An example will best illustrate this relation- 
ship. If a less than three -month recall period 
is selected for estimating the total number of 



motor vehicle injuries occurring within the year, 
the procedure would be to estimate the total num- 

ber of injuries occurring within a three -month 
interval and inflate this estimate to represent 
the total number of motor vehicle injuries occur- 

ring within the year. A reported injury in the 

Health Interview Survey is within a three -month 
interval if the respondent reported the injury as 
occurring within the three months prior to the 
date of interview. If the respondent reported 
the injury as occurring more than three months 
prior to date of interview, this injury would 
not be inflated in the estimation of the total 

number of motor vehicle injuries. A similar 
definition would hold for any other recall period 
period. The recall periods which will be con- 
sidered in this analysis are: less than three 
months, less than six months, and less than 
twelve months. 

For any recall period, there are two compo- 

nents of precision which must be carefully 
examined. Therafirst of these is the variance of 
the estimator P12, and the second is the biasness 

of 1'12. 
1'12 

is the estimated proportion, or 
rate, of motor vehicle injuries occurring in the 

United States during the year 1968. There are 

two properties of variance and bias which are of 
importance when considering the three recall 
periods: 

1. The variance of P12 decreases when the longer 
recall period is used. That is, a 12 -month 
recall period results in a smaller variance 
for P12 when compared with the variance which 
results from using a six -month, or a three - 
month recall period. 

2. The bias of P122 increases when the longer 
recall period Is used. Bias is measured by 
the proportion of people who fail to report 
a motor vehicle injury. Bias increases since 

the ability of a respondent to recall a motor 
vehicle injury decreases as the recall period 
is lengthened. 

The technique for determining the optimum 
recall period consists of the selection of the 
recall period which miranimizes the sum of the 
varianceracomponent of P12 and the square of the 
bias of P12. In statistical terms, this method 
of optimization is referred to as the minimum 
mean - squared error, MSE. 

Estimates of Variance, Mean - squared Error and 
Relative Root Mean -square Error. The sample 
size, estimated probability of injury, variance 
based on assumption of independence and on- 
independence, and the estimated bias of 
squared are shown in table 9. The subscripts 3, 

6, and 12 refer to three -month, six- month, and 
twelve -month recall periods, respectively. The 
following comments and explanations are needed: 

1. The sample size N 134,000. The sample size 
represents the estimated total number of 
people interviewed in the National Health 
Interview Survey in 1968, and remains con- 
stant for each of the three recall periods. 
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2. The true probability of a person receiving a 

motor vehicle injury for the entire year 1968 

is denoted by P12. It is assumed that this 
probability is uniform over the twelve -month 
period, and hence: P3 3412, and P6 = 
where P3 and P6 denote the probability of a 
person receiving a motor vehicle injury in a 

three -month and six -month time interval, 
respectively. 

3. The variance of the estimated probability of 

injury in the past twelve months is shown for 

each of the recall periods. The variance 

which will be used in the analysis is the 

variance due to lack of independence. Inde- 
pendence is not satisfied in the National 
Health Survey, since the basic sampling unit 

is a household. That is, all of the respon- 

dents in a household would tend either to 
report or not report the accident and inju- 
ries. The variance of P12 due to lack of 
independence is expected to at least twice 
as large as the variance of 12 if independ- 

ence could be assumed. 

A 
4. The estimated bias of P12 squared is shown 

for each recall period. The factors K3, K6, 

and K12 are estimates of the bias in report- 

ing motor vehicle injuries for three -month, 
six - month, and twelve -month recall periods, 
respectively. Estimates of the bias compon- 
ents from table 2 are: K3 .127, K6 .212, 

and K12 = .249. These estimates are based on 

the proportion of people who were reported as 

being injured on the motor vehicle record but 
failed to report the injury when interviewed. 

5. The MSE of Pi12 by definition is equal to the 
varian of plus the square of the bias 

of 2] From table 9, the MSE of Pl2 can 
be determined for each recall period. Vari- 
ance due to lack of independence is used in 
the MSE formula. 

6. The RRMSE of P12 can be determined for each 
recall period from the formula: 

RRMSE612) = x 100% 

P12 

It should be realized that the recall period 
which results in the minimum MSE of will 
also result in the minimum RRMSE of 12 
This can be seen be examining the RRMSE for- 

mula. The RRMSE shows the error of the 
estimate 'l2 as a percentage of the true 
proportion, P12. In addition to selecting 
the recall period which gives'the minimum 
RRMSE of 12, a further requirement is that 

the RRMSE of for this'recall period shall 
not exceed 25 percent. A RRMSE of 25 percent 
or less is considered an acceptable level for 
showing estimates of proportions or totals. 



7. 

The variance component, X1, of the RRM §E of 

12 is the relative standard error of P12, or 

Var (1112) 

x 100% 

P12 

It should be realized that the variance com- 
Ronent is identical to the RRMSE of P12 if 

12 is an unbiased estimator of P12. 

8 The bias component, X2, of the RRMSE of,P12 
is the difference between the RRMSE of P12 
and the variance component, or 

A 
Var (P12) 

X2 RRMSE(P12) - x 100% 

P12 

In order to determine which recall period 
results in a minimum RRMSE from the RRMSE equat- 
ion, it can be seen that we must assume a value 
for P12. Data collected by the National Center 
for Health Statistics for the period July 1966 - 
June 1967 show that an estimated 3.5 million 
persons, or a rate of 1.8 persons per 100, were 
injured in moving motor vehicle accidents. An 
estimate of P12 based on these data is 1.8 x 10 
Since it is desirable to show not only the esti- 
mated proportion of people injured, but also a 
categorization of this proportion by such charac- 
teristics as age, sex, driver status, residence, 
region, severity of accident, and possibly other 
variables, it is necessary to take these into 

consideration in the methodology, because an 
estimate of P12 based on these characteristics 
would be much smaller than 1.8 x 10 -2. For this 
reason, the optimum recall period is shown as a 
function of P12. The following inequalities are 
solved for P12. 

1.1 

1.2 

1.3 

RRMSE (4 P3) RRMSE (2 P6) 

RRMSE (4 RRMSE (2 P12) 

RRMSE (2 P6) RRMSE (P12) 

Let the solution of equation 1.1 for P12 be 
This implies that a three -month recall per- 

iod results in a smaller RRMSE, when compared to 
a six -month recall for all values of P12 less 

than or equal to 42. A similar interpretation 
holds in equation 1.2, comparison of three -month 
recall to a twelve -month recall; and equation 
1.3, which compares a six -month recall to a 
twelve -month recall. By simultaneously consider- 
ing equations 1.1, 1.2, and 1.3, and their solu- 
tions, a graph can be constructed showing the 
values of P12 which result in a minimum RRMSE for 
each of the recall periods. However, solutions 
in terms of P12 have very little intuitive mean- 
ing. For this reason solutions are shown in 
terms of T12, where T12 is the population size of 
injured persons which results when P12 is inflat- 
ed to represent the total United States popula- 
tion, that is, T12 200 x 106 x P12. 
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Graph 1. The recall period resulting in the 
minimum RRMSE for specific population 
sizes of injured persons. 

Twelve -month Six -month Three -month 
Recall Recall Recall 
Period Per .od Period 

174,000 195,000 207,000 T12 

Graph 1 above shows the population sizes of 
injured persons which result in a minimum RRMSE 
for each of the recall periods. The following 
statistics are of interest: 

1. Graph 1 shows that a twelve -month recall per- 
iod results in a minimum RRMSE for estimates 
on specific injured populations of size less 
than 174,000. For estimates ranging from 
size 174,000 to 207,000, a six -month recall 
period results in a smaller RRMSE when com- 
pared to a twelve -month recall period of 
injured populations of size greater than 
195,000. For estimates larger than 207,000, 
a three- month.recall period yields the mini- 
mum RRMSE over both the six -month and twelve- 
month recall periods. 

2. A twelve -month recall period yields the 
minimum RRMSE for estimates on small popula- 
tion sizes. As the population size increases, 
the six -month recall period becomes optimum 
over the twelve -month recall period. This 
occurs at a population of size 154,000. 
Eventually, the population size increases to 
a point (207,000) where the three -month re- 
call yields the minimum RRMSE. 

However, graph 1, above, does not show the 
actual value of the RRMSE, but only the popula- 
tion sizes for which each recall period yields 
the minimum RRMSE. Table 10 shows the value of 
the RRMSE, the variance component, and the bias 
component for each recall period as the popula- 
tion varies in size from 25 thousand to 5 million. 
Based on data from this table and graph 1, the 
optimum recall period for estimating the total 
number of persons injured in motor vehicle acci- 
dents is the recall period of less than three 
months. The following reasons support this 
decision: 

1. The RRMSE of estimates larger than 207,000 is 
a minimum for the less than three -month 
recall period. As the size of the estimates 
increases, table 10 shows that the RRMSE 
based on a recall period of 12 months 
decreases slightly from 27.7 percent to 
25.0 percent. For a less than six -month 
recall period, this decrease is from 27.3 
percent to 21.5 percent. The largest 
decrease occurs in the three -month recall 
period, where the RRMSE declines from a level 
of 27.5 percent to 13.6 percent. 

2. Estimates of greatest interest are for popula- 
tions of size greater than 207,000. Indeed, 
the single most important estimate is the 



total number of moving motor vehicle injur- 
ies, which is estimated to be nearly 4 
million. The RRMSE for an estimate of 4 mil- 
lion is 25.0, 21.5, and 13.8 percent for a 

twelve- month, six- month, and three -month 
recall period, respectively. The contrast 
in these three percentages led to the select - 
tion of a recall period covering the three - 
month interval preceding the week of inter- 
view. 

3. Data collected in the Health Interview Survey 
for the period July to December 1967 have 
been processed and estimates of the total 
number of persons injured in motor vehicle 
accidents within the year have been made 
using each of the recall periods. The esti- 
mated total number of persons injured is 
3.2, 2.7, and 2.4 million based on three - 
month, six- month, and twelve -month recall 
periods, respectively. From a comparison of 
these estimates, it seems that the bias com- 
ponent of the RRMSE, which is a function of 
the ability of a respondent to recall a 
motor vehicle injury, increases over time at 

a rate greater than estimated from this meth- 
odology study. Hence, it appears that the 
results of this study, which led to the 
selection of a three -month recall period, 
are conservative. 

4. The variance component and bias component 
have certain effects on the value of the 
RRMSE. As the estimated number of persons 
injured increases, the variance component of 
the RRMSE decreases, the bias component in- 
creases, and the RRMSE decreases (figure 2). 

REFERENCES 

[1] National Center for Health Statistics, 
Current Estimates from the Health Interview 
Survey, PHS Publication No. 1000, Series 10, 

No. 43, p. 3, Washington, D.C., January 1968. 

[2] Graybill, F. A., and Mood, A. M. (1963), 

Introduction to the Theory of Statistics, 
New York, McGraw -Hill. 

Table 1. Reporting and non -reporting of sample accident for all sample 
persons interviewed. 

Time Lapse Between 
Date of Accident 

and 

Date of Interview 

All Sample Persons 

Total 
Reported 

Sample Accident 
Did not report 

Sample Accident 
Fre- 
quency 

Percent 
Dist. 

Fre- 
quency 

Ratio 
Dist. 

Fre- 
quency 

Ratio 
Dist. 

Total 590 100.0 508 86.1 82 13.9 

Less than 3 months 119 20.2 115 96.6 4 3.4 

3 - 6 months 209 35.4 187 89.5 22 10.5 

6 - 9 months 119 20.2 102 85.7 17 14.3 

9 - 12 months 143 24.2 104 72.7 39 27.3 

Less than 6 months 328 55.6 302 92.1 26 7.9 

6 - 12 months 262 44.4 206 78.6 56 21.4 

Less than 12 months 590 100.0 508 86.1 82 13.9 
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Table 2. Reporting and non -reporting of sample accident and injury for all sample persons who were 
injured on Motor Vehicle Record. 

Time Lapse Between 
Date of Accident 

and 
Date of Interview 

Sample Person Inured on Motor Vehicle Record 

Total 

Sample Accident Reported Sample 
Accident 

Not Reported 
Fre- 

quency 
Ratio 
Dist. 

Reported 
Injury 

Did not 
Report Injury 

Fre- 
quency 

Percent 
Dist. 

Fre- 
quency 

Ratio 
Dist. 

Fre- 
quency 

Ratio 
Dist. 

Fre- 

quency 
Ratio 
Dist. 

Total 377 100.0 334 88.6 283 75.1 51 13.5 43 11.4 

Less than 3 months 71 18.8 70 98.6 62 87.3 8 11.3 1 1.4 

3 -6 months 141 37.4 127 90.1 105 74.5 22 15.6 14 9.9 

6 -9 months 71 18.8 64 90.1 57 80.3 7 9.9 7 9.9 

9 -12 months 94 24.9 73 77.7 59 62.8 . 14 14.9 21 22.3 

Less than 6 months 212 56.2 197 92.9 167 78.8 30 14.2 15 7.1 

6 -12 months 165 43.8 137 83.0 116 70.3 21 12.7 28 17.0 

Less than 12 months 377 100.0 334 88.6 283 75.1 51 13.5 43 11.4 

Table 3. Reporting and non -reporting of sample accident and injury for all sample persons not 
injured on Motor Vehicle Record. 

Sample Person Not Injured on Motor Vehicle Record Time Lapse Between Sample Accident Reported Sample Date of Accident Total Did Not Did Accident and Report Injury Report Injury Not Reported Date of Interview Fre- Percent Fre- Ratio Fre- Ratio Fre- Ratio Fre- Ratio 
quency Dist. quency Dist. quency Dist. quency Dist. quency Dist 

Total 213 100.0 174 81.2 140 65.7 34 16.0 39 18.8 

Less than 3 months 48 22.5 45 93.8 30 62.5 15 31.3 3 6.2 

3 -6 months 68 31.9 60 88.2 50 73.5 10 14.7 8 11.8 

6 -9 months 48 22.5 38 79.2 34 70.8 4 8.3 10 21.8 

9 -12 months 49 23.0 31 63.3 26 53.1 5 10.2 18 36.7 

Less than 6 months 116 54.5 105 90.5 80 69.0 25 21.6 11 9.5 

6 -12 months 97 45.5 69 71.1 60 61.9 9 9.3 28 28.9 

Less than 12 months 213 100.0 174 81.2 140 65.7 34 16.0 39 18.8 

372 



Table 4. Reporting of accident and injury by type of injury on Motor Vehicle Record. 

Time Lapse Between 
Date of Accident 

and 
Date of Interview 

Injury Classification on Motor Vehicle Record 
Type A Type B Type C 

Total Reported 
Iniury 

Reported 
Accident 

Only 

Did Not 
Report 

Accident 
Total Reported 

Iniury 

Reported 
Accident 

Only 

Did Not 
Report 
Accident 

Total Reported 
Injury 

Reported 
Accident 

Only 

Did Not 
Report 
Accident 

Less than 3 months 
Number 29 27 2 - 13 11 2 - 29 24 4 1 

Percent Dist. 100.0 93.1 6.9 - 100.0 84.6 15.4 - 100.0 82.6 13.7 3.7 

3 -6 months 
Number 59 53 1 5 34 23 7 4 48 29 14 5 

Percent Dist. 100.0 89.8 1.7 8.5 100.0 67.6 20.3 11.8 100.0 60.4 29.2 10.4 

6 -9 months 
Number 27 24 1 2 15 13 1 2 28 20 5 3 

Percent Dist. 100.0 88.9 3.7 8.4 100.0 81.3 6.2 12.5 100.0 71.4 17.9 10.7 

9 -12 months 
Number 44 32 2 10 27 14 7 6 23 13 5 5 

Percent Dist. 100.0 72.7 4.5 22.8 100.0 51.8 26.0 22.2 100.0 56.6 21.7 21.7 

Less than 6 months 
Number 88 80 3 5 47 34 9 4 77 53 18 6 

Percent Dist. 100.0 90.9 3.4 5.7 100.0 72.3 19.1 8.5 100.0 68.8 23.8 7.4 

6 -12 months 
Number 71 56 3 12 43 27 8 8 51 33 10 8 

Percent Dist. 100.0 78.9 4.2 16.9 100.0 62.8 18.6 18.6 100.0 64.7 19.6 15.7 

Less than 12 months 
Number 159 136 6 17 90 61 17 12 128 86 28 14 

Percent Dist. 100.0 85.5 3.8 10.7 100.0 67.8 18.9 13.3 100.0 67.2 21.9 10.9 



Table 5. Number and percent distribution of reporting and non -reporting of accident 
and injury by respondent status. 

Sample Person 
Did Not Report 

Sample Person 
Reported 

Sample Person 
Reported 

Respondent Status 
Accident Accident Only Injury 

Not Not Not 
Injured Injured Injured Injured Injured Injured 

Total on on on on on on 
Record Record Record Record Record Record 

Total Persons 590 43 39 51 140 283 34 

Self Respondents 
Number 333 13 18 29 80 170 23 
Percent Dist. 100.0 3.9 5.4 8.7 24.0 51.1 6.9 

Proxy Respondents 
Number 257 30 21 22 60 113 11 
Percent Dist. 100.0 11.7 8.2 8.5 23.3 44.0 4.3 

Table 6. Error in reporting date of accident by time interval for all sample 
persons reporting sample accident. 

Time Lapse Between 
Date of Accident 

and 

Date of Interview 

Total 

Sample Accident Reported as Occurring in the 
Following Time Interval from Date of Interview 

Less than 
3 months 

3 -6 
months 

6 -9 
months 

9 -12 
months 

DK 
Date Given 

Total* 

Less than 3 months 
Percent distribution 

3 - 6 months 
Percent distribution 

6 - 9 months 
Percent distribution 

9 - 12 months 
Percent distribution 

Less than 6 months 
Percent distribution 

6 - 12 months 
Percent distribution 

12+ months 
Percent distribution 

508 

115 

100.0 

187 

100.0 

102 
100.0 

104 
100.0 

302 
100.0 

206 
100.0 

59 
100.0 

125 

109 
94.8 

16 

8.5 

125 

41.4 

189 

6 

5.2 

165 

88.2 

14 
13.7 

4 

3.8 

171 
56.6 

18 

8.7 

100 

5 

2.7 

83 
81.4 

12 

11.5 

5 

1.7 

95 
46.1 

90 

3 

2.9 

87 
83.7 

90 
43.7 

5 

8.5 

4 

1 

.6 

2 

2.0 

.3 

3 

1.5 

* Excludes 12+ months 
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Table 7. Comparison of the date of accident on record and questionnaire for 

all households interviewed containing 1+ sample persons. 

Time Lapse Between 
Date of Accident 

and 

Date of Interview 

All Sample Households 

Total 
Reported 

Sample Accident 

Did not report 
Sample Accident 

Fre- 
quency 

Percent 
Dist. 

Fre- 
quency 

Ratio 
Dist, 

Fre- 
quency 

Ratio 
Dist. 

Total 532 100.0 453 85.2 79 14.8 

Less than 3 months 106 19.9 103 97.2 3 2.8 

3 - 6 months 198 37.2 177 89.4 21 10.6 

6 - 9 months 101 19.0 85 84.2 16 15.8 

9 - 12 months 127 23.9 88 69.3 39 30.7 

Less than 6 months 304 57.1 280 92.1 24 7.9 

6 - 12 months 228 42.9 173 75.9 55 24.1 

Less than 12 months 532 100.0 508 85.2 79 14.8 

Table 8. Comparison of the date of accident on record and questionnaire for all households interviewed by 
respondent status. 

Time Lapse Between 
Date of Accident 

and 
Date of Interview 

All Sample Self- responding Households All Sample Proxy -responding Househo lds 

Total 
Reported 

Sample Accident 
Did not report 
Sample Accident Total 

Reported 
Sample Accident 

Did not report 
Sample A ccident 

Fre- 
quency 

Percent 
Dist. 

Fre- 
quency 

Ratio 
Dist. 

Fre- 
quency 

Ratio 
Dist. 

Fre- 
quency 

Percent 
Dist. 

Fre- 
quency 

Ratio 
Dist. 

Fre- 
quency 

Ratio 
Dist. 

Total 287 100.0 258 89.9 29 10.1 245 100.0 195 79.6 50 20.4 

Less than 3 months 54 18.8 51 94.4 3 5.6 52 21.2 52 100.0 0.0 

3 - 6 months 107 37.3 102 95.3 5 4.7 91 37.1 75 82.4 16 17.6 

6 - 9 months 55 19.2 51 92.7 4 7.3 46 18.8 34 74.0 12 26.0 

9 - 12 months 71. 24.7 54 76.1 17 23.9 56 22.9 34 60.7 22 39.3 

Less than 6 months 161 56.1 153 95.0 8 5.0 143 58.4 127 88.8 16 11.2 

6 - 12 months 126 43.9 105 83.3 21 16.7 102 41.6 68 66.6 34 33.3 

Less than 12 month 287 100.0 258 89.9 29 10.1 245 100.0 195 79.6, 50 20.4 
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Table 9. Variance and bias of the estimated probability of injury by recall period. 

RECALL PERIOD 

Less than 3 months Less than 6 months Less than 12 months 

Sample size = 134 x 103 n = 134 x 103 n = 134 x 103 

Probability of person being injured P3 
= 12 P6 

Estimated probability of person being 
injured in past 12 months 

4P3 

Variance of estimated probability of 
injury in past 12 months, based 
on assumption of independence 

VAR = 16P3 Q3 /n 

= 4P12(1 4P12) 

VAR (2P6) = 6/n 

2P12(1 

VAR P12 

= P12(1 -P12) 

n n n 

Variance due to lack of independence K VAR (4$3) K 2 K VAR (211 6) K 2 K . VAR (112) K 2 

Proportion of persons reported as 
injured on motor vehicle record who 
reported an injury when interviewed 

K3 = .873 K6 = .788 K12 .751 

Estimated bias of tl2 squared = 

(1112 - 
P12)2 (4P3- 4K3P3)2 P122(1 -K3)2 (2P6- 2K6P6)2 P122(1 -K6)2 

(1312-K121'12)2= 
-K12) 



Table 10. Relative root mean square error, variance and bias components for selected population sizes of 
injured persons. 

Total 

Persons 

(in thousands) 

Less than 3 months Less than 6 months Less than 12 months 

Relative 
Root Mean 
Square 
Error 
% 

Variance 
Component 

% 

Bias 

Component 

% 

Relative 
Root Mean 
Square 
Error 
% 

Variance 
Component 

% 

' 

Bias 
Component 

% 

Relative 
Root Mean 
Square 
Error 
% 

Variance 
Component 

% 

Bias 

Component 

25 70.3 69.1 1.2 53.2 48.8 4.4 42.6 34.6 8.0 
50 50.5 48.9 1.6 40.5 34.5 6.0 34.9 24.4 10.5 

75 41.9 39.9 2.0 35.3 28.2 7.1 31.9 19.9 12.0 
100 36.8 34.5 2.3 32.3 24.4 7.9 30.3 17.3 13.0 
125 33.4 30.9 2.5 30.4 21.8 8.6 29.3 15.4 13.9 
150 30.9 28.2 2.7 29.1 19.9 9.2 28.6 14.1 14.5 
175 29.0 26.1 2.9 28.1 18.5 9.6 28.1 13.1 15.0 

27.5 24.4 3.1 27.3 17.3 10.0 27.7 12.2 15.5 
300 23.6 19.9 3.7 25.5 14.1 11.4 26.8 10.0 16.8 
400 21.4 17.3 4.1 24.5 12.2 12.3 26.3 8.6 17.7 
500 20.0 15.5 4.5 23.8 10.9 12.9 26.1 7.7 18.4 
600 19.0 14.1 4.9 23.4 10.0 13.4 25.9 7.1 18.8 
700 18.2 13.0 5.2 23.1 9.2 13.9 25.7 6.5 19.2 
800 17.6 12.2 5.4 22.9 8.6 14.3 25.6 6.1 19.5 
900 17.1 11.5 5.6 22.7 8.1 14.6 25.6 5.8 19.8 

1,000 16.7 10.9 5.8 22.5 7.7 14.8 25.5 5.5 20.0 

1,500 15.5 8.9 6.6 22.1 6.3 15.8 25.3 4.5 20.8 
2,000 14.9 7.7 7.2 21.9 5.5 16.4 25.2 3.9 21.3 

2,500 14.5 6.9 7.6 21.8 4.9 16.9 25.1 3.4 21.7 
3,000 14.2 6.3 7.9 21.6 4.4 17.2 25.1 3.1 22.0 
3,500 14.0 5.8 8.2 21.6 4.1 17.5 25.0 2.9 22.1 

4,000 13.8 5.4 8.4 21.5 3.8 17.7 25.0 2.7 22.3 

4,500 13.7 5.1 8.6 21.5 3.6 17.9 25.0 2.6 22.4 

5,000 13.6 4.9 8.7 21.5 3.5 18.0 25.0 2.4 22.6 
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A DEMOGRAPHIC MODEL PROGRESSION 

W. L. Li 
Ohio State University* 

During the past few years there has been 
considerable interest in constructing mathemati- 
cal models for the study of the educational pro- 
cess. These models, according to their subjects, 
can be classified into three categories (See 
Wurtele, 1967). The first category may be called 
demographic models. They focus primarily on the 
educational system or some of its components, 
such as the flow of students, teacher - student 
ratio, etc. The second category are the econo- 
metric models which treat education as one of the 
several interrelated economic activities; educa- 
tional institutions are viewed as producers of 
outputs that are employed by the different sec- 
tors of society. The third category of models 
deals with the learning outcomes of individual 
students, or group of students. The socio- 
psychological aspects of educational process are 
strongly emphasized. 

This paper is concerned with the first cate- 
gory of educational models. It attempts to exam- 
ine student progression in an educational system 
from the demographic point of view. So, the sub- 
ject of educational process is treated in the 
aggregate, and the interdependencies of the edu- 
cational system with other sectors of society is 
analytically disregarded. 

A General Demographic Model 

The subject of educational process has long 
been of great interest to demographers. And the 
demographic analysis of educational process has 
been a great contribution to the educational 
planners, who must continually estimate the size 
of future student enrollments at different levels 
of the educational structure. Examples are found 
in the work of the Census Bureau, which in the 
past years has provided a continuous projection 
of school enrollments (Census Bureau, 1963; 
Siegel, 1967). A systematic exposition of educa- 
tional demography using the Census Bureau's sta- 
tistics is shown in the publication of Folger and 
Nam (1967). 

However, demographers are often blamed for 
their failure to make an accurate educational 
projection. It is sometimes complained that 
demographers have relied too much on the tech- 
niques of trend extrapolation. Besides, the 
reliability of school enrollment analysis seems 
to be dependent on the birth -death projection of 
the total population which itself may be inaccu- 
rate. 

Let us begin with an examination of the gen- 
eral demographic methodology of projecting school 
population. It can be best summarized in the 
following equation (Stone, 1966): 

* This research has been supported by the 
National Sciences Foundation under contract 
NSF- GS2630. 
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(1) s n q 

where s is the total student enrollment; n is the 
population vector of each age group; q is, also a 
vector which gives the age -specific enrollment 
rates. 

One way to implement the population vector 
is to follow Leslie's matrix approach, as Stone 
suggests. The Census Bureau's projection tech- 
nique, though slightly different, nevertheless, 
is more or less based on trend extrapolation. 
Similarly, the enrollment rates are generally 
computed as a linear projection of the trend in 
observed fall enrollment rates in the past years. 

One of the main limitations of such model, 
as Correa points out (Correa, 1967:34), is that 
the projected educational enrollments closely 
reflect the differences in the population struc- 
ture and they are inappropriate to be used for 
temporal or spatial comparisons. There is anoth- 
er important limitation of such a model. It is 

that the model fails to give sufficient attention 
to the underlying dynamics of the educational 
process. This weakness is similar to the econo- 
metricians' construct of labor force function, 
which yields very limited knowledge of how the 
size of the labor'force is determined by popula- 
tion structure. 

Structure of Educational System 

In order to reach a more realistic projec- 
tion of student population, we propose to begin 
with an examination of the underlying mechanism 
of educational process. The major part of this 
paper attempts to assess the underlying dynamics 
of cohort student progression. Let us first con- 
sider the following Lexis diagram which repre- 
sentq the progression of a student cohort (Fig. 
1).1/ 

The example shows that the student cohort 
first enters the educational system in 1954. 
With the increment of years, its size changes 
from the first grade to the last grade. Symboli- 
cally the size of the cohort may be denoted as 
N(x,t), where x = 1, 2, . 12 and t = 1954, 

55, ... It is obvious that the size tends to 
decrease over time in a population which is 
closed against immigration. If we take the ini- 

tial size of the cohort as a basis, it can be 
shown (Fig. 2) that the rlecline of this cohort 
size is very much similar to a negative exponen- 
tial distribution. It can be generalized as hav- 
ing the form of N(x) = N(1) e-er, where k is a 
constant term. For different cohorts, there will 
be different constant terms. It is possible to 
test empirically the variation of the terms for 

1/ An extensive application of Lexis diagram to 
demographic analysis can be found in Pressat 
(1961). 
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cohorts at different points in time; so some 
interesting results may be shown. 

Nevertheless, examining only the behavior of 
the constant terms can be misleading. Obviously 
the curve is not a smooth one. A more realistic 
approach is to analyze a student, cohort's "reten- 
tion rate" (Duncan, 1965:129).) Symbolically it 
is N(x +l, t +l) /N(x,t). Fig. 2 indicates that the 
rate does not show any tendency of monotonous 
decline. On the contrary, it increases from the 
first grade to the sixth grade. Only after the 
eighth grade does the rate begin to decline 
monotonously. This observation leads to the con- 
clusion that the decline of a student cohort is 
not strictly comparable to the survival curve in 
the general human population. 

This suggests that a student population of a 
given grade is not only affected by those sepa- 
rating forces such as mortality and dropout. 
Many other factors can also contribute to deter- 
mine the cohort size. Probably the most impor- 
tant factor is the effect of failure (or repeat- 
ers) at each level of an educational system. The 
effect is analogous to that of a rolling snow - 
ball; the repeaters tend to increase the rate of 
retention as shown in Fig. 2. Some other less 
important factors can be immigration and the re- 
enrollment of dropouts. 

Normally these two forces work in the oppo- 
site direction: mortality and dropout on the one 
hand, failure and new entry on the other hand. 
If the separating force is predominant, the size 
of a student cohort tends to decrease, and, 
hence, the retention rate will be less than 
unity. However, the effects of failure and new 
entry can be so strong that the decreasing ten- 
dency is cancelled out, which is obviously the 
case in Fig. 2. The combined effect of mortality 
and dropout is called the "separation factor" 
(Stockwell and Nam, 1963). 

An Educational Model from the Markov Process 

Several simplifications must be made before 
we can construct a model which will take account 
of these underlying dynamics. We shall limit 
ourselves to the analysis of a closed population, 
an assumption which is not uncommon in demo- 
graphic analysis. Furthermore, following a model 
of the Norwegian educational system (Thonstad, 
1967), we assume that dropout is a one -time pro- 
cess; even though some dropouts re- enroll in 
schools in the later years, there are reasons to 
believe that the number may be too small to 
affect the total size of a school population. In 
other words, it is assumed that dropout is an 
absorbing state. Once an individual has left the 
educational system, he will not return. 

Here the concept of "retention rate" is used 
following the examples of Duncan (1965) and 
Stockwell and Nam (1963). However, the concept 
is used differently in the Office of Education's 
publications. 
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Based on these assumptions, it follows that 
the progression of a student cohort has four 
alternatives, namely, failure, progress, death 
and dropout. The flow distribution of the cohort 
is a vector, and so the total educational system 
can be contrived as an input -output matrix, shown 
in Table 1.j.! The figures in the matrix are 
purely illustrative. The first three rows repre- 
sent the educational system up to the third 
grade; their row sums show the number of students 
in a given grade; their elements give the flow 
distribution of those students in that grade. 
The last three rows represent graduation (g), 
mortality (m) and dropout (d), respectively. 
Their row sums are zero, as they are assumed to 
be absorbing states. 

TABLE 1 

AN EXAMPLE OF STUDENT PROGRESSION 

t2 
tl 

1st 

grade 
2nd 

grade 
3rd 

grade 
Gradu- 
ation 

Mor- 
tality 

Drop - 
out Sum 

1st grade 7S 415 0 0 5 5 
2nd grade 0 45 391 0 5 9 450 
3rd grade 0 0 20 360 4 16 400 
Graduation 0 0 0 0 0 0 
Mortality 0 0 0 0 0 0 0 
Dropout 0 0 0 0 0 0 0 

Sum 75 460 411 360 14 30 1350 

It is obvious that such an input - output 

matrix can be readily formulated into a transition 
matrix, shown as follows: 

1 2 3 g m d 
1 .15 .83 o .01 .01 

2 0 .10 .87 0 .01 .02 

3 o o .05 .90 .01 .04 

g 
m o O O 
d 0 0 0 0 0 0 

All elements in the matrix give the transitional 
probabilities from one state to another. Let us 

use A(i.j) to denote such a transitional matrix. 
If the matrix is treated as stationary, it is pos- 
sible to obtain the grade distribution of a stu- 
dent population at the successive years through an 
application of the elementary Markov process 
principle. It involves the use of the following 

equation: 

(2) 

where the grade distribution of students at time 
t +l is the result of multiplying the grade distri- 
bution of students at time t by the transitional 
matrix. 

a/ Treating educational system as an input- output 
matrix has been shown in OECD (1967), Ch. 2. 



This approach has been used extensively in 
many countries for the projection of future 
school enrollments. (See, for example, Zabrowski 
et al., 1967; Thonstad, 1967). It is not the 
purpose of our paper to repeat the same effort; 
however, we find that this approach can serve as 
a powerful analytical device. We are going to 
show that a model of student progression can be 
generated from this approach. 

Let us take the example of projecting the 
2nd grade school population at time t +1. Accord- 
ing to the Markov process principle expressed in 
Equation (2), it shall be: 

t +1 t t 
(3) N(2) = N(1) A(1,2) + N(2) A(2,2) 

where A(1 2) is the progression rate from the 1st 
grade tol the 2nd grade; A(2,2 is the failure 
rate for the 2nd grade students to remain in the 
same grade. What Equation (3) says is that the 
size of the student cohort at x +lth grade in the 
t +lth year is composed of those students of 
i,t) who can successfully progress to x +lth 
grade, and those students of N(x +l,t) who have to 
repeat in the same grade. 

To extend this line of thinking, let us use 
some symbols to denote the following concepts: 

N(x,t) = the student population at the xth 
grade in the tth year. 

m(x) = the mortality rate of the xth 
grade. 

d(x) = the dropout rate at the xth grade. 

r(x) = the failure rate at the xth grade 
when students are supposed to prog- 
ress to the xx +lth grade. 

p(x) = the progression rate for those who 
are in the xth grade and success- 
fully progress to the x+lth grade. 

Accordingly, a model can be generated from 
the aforementioned Markov- process consideration. 
The model, which is similar to that of equation 
(3), can be expressed as follows: 

(4) N(x+1, t+1) = N(x, t) p(x) + N(x+1, t) r(x+1) 

Besides, it is seen from the transitional matrix 
that: 

(5) p(x) = 1 - (m(x) + d(x) + r(x)) 

So the model in Equation (4) becomes: 

(6) N(x +l,t +l) = N(x,t) (1 - (m(x) + d(x) 

+ r(x))) + N(x +l,t) r(x+1) 

A Conversion Technique 

It appears that this model is not unique in 
the field of educational planning. As a matter 
of fact, most of the mathematical models of stu- 
dent progression are structurally more or less 
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similar. However, they are different in the 
methods of implementing their models. The main 
effort of this paper, therefore, lies on the fact 
that we attempt to incorporate some of the exist- 
ing demographic techniques into the implementa- 
tion of our model. 

Age is one of the basic demographic charac- 
teristics. It is "an invariant function of time 
and in this sense a fixed variable" (Duncan, 

1965:123). So demographers are more inclined to 
measure social phenomenon by using age as an unit 
of measurement. This is very prevalent in the 
literature of educational demography. However, 
it is generally understood that the educational 
system is a structure of grade hierarchy. Conse- 
quently, the accomplishments of educational 
demographers are often ignored and their works 
are scarcely incorporated in the educational 
model -building. For instance, the work of Stock- 
well and Nam is cited by some educational plan- 
ners (e.g., Correa, 1967; Dressel, 1967), andyet 
their ideas, particularly the measurement of 
dropout, have never been seriously employed. 
Here we attempt to show that some of the Stock- 
well and Nam's ideas can be readily applied to 
educational planning. 

Stockwell and Nam's measurement of dropout 
is very similar to the measurement of retirement 
in labor force analysis (Wolfbein, 1949). It is 

a by- product of constructing the table of school 
life. First of all, there is a concept called 
"stationary school population," which is the 
result of multiplying age- specific enrollment 
rates by the stationary (life table) population .Y 
Let us denote age as a, and the stationary school 
population at age a as N'(a). The ratio of the 
population at the successive ages, +1) 

shows the proportion of the life table population 
who remain in schools during a to a +l interval. 
The complement of this proportion gives the pro- 
pensity that the population at age a will not be 
enrolled in schools at age a +l. The causes of 
this "separation factor" appear to be mortality 
and dropout. So dropout rate can be obtained by 
operationally differentiating mortality rate from 
this separation factor. 

The mortality rate in a life table is simply 
the ratio of deaths to the life table population 
at a given age, where deaths are those in a popu- 
lation who do not survive from age a to e a +l. 
We shall denote the mortality rate as m(a). Then 
the propensity of dropout at age a is measured 
by 

4/ For those who are not familiar with tech- 
niques of life table construction, a classical 
reference is: Dublin, L. I., A. J. Lotka, and 
M. Spiegelman, Length of Life, Ronald Press Co., 
N. Y., 1949. 

The formula is slightly different from what 
Stockwell and Nam present. They have adjusted 
the denominator (population) by a half of deaths. 
To the present writer, the adjustment seems to be 
unnecessary; however, it is not the major concern 
of this paper to discuss such a technical differ- 
ence. 



(7) d(a) = 1 - N'(a+l)/N'(a) - m(a) 

Table 2 presents the rates of dropout and 
mortality by age for the United States school 
population in 1960. The mortality rate is con- 
structed by assuming that the risk of death in 
the school population is the same as the general 
population. This is perhaps not too far from the 
truth. The dropout rate is the residual of sub - 
strating the mortality rate from the total sepa- 
ration factor, as Equation (7) indicates. It is 

shown that the dropout rate increases from 2 per 
thousand at ages 10 -11 to 350 per thousand at 
ages 18 -19, and then it decreases, with fluctua- 
tions, to 120 per thousand at ages 29 -30 +. 

It appears that an empirical finding such as 
this is very consistent with our general knowl- 
edge of student's progression in an educational 
system. For instance, the peak of dropping out 
of school occurs around age 18, which is approxi- 
mately the time when students have completed high 

TABLE 2 

school. This observation raises a further 
inquiry, namely, to what extent the dropout rates 
in successive ages are corresponding to the drop- 
out rate in a successive grade? 

The question is also of practical impor- 
tance, as it is generally observed that in this 
country different statistical agencies tend to 
use different classifications in publishing their 
educational data: some are age- specific, whereas 
others are grade- specific. For this reason, it 
is analytically necessary to obtain a transforma- 
tion matrix which can show a. correspondence be- 
tween age and sex characteristics, so that a 
manipulation of the matrix will be able to con- 
vert any demographic characteristic from an age 
vector into a grade vector. 

Let us denote a school population at age a 
of grade x as S(a,x). The total school popula- 
tion of all grades for age a will be .S(a,x). 

It follows that there can be a matrix, T, with 
its elements as: 

MORTALITY AND DROPOUT AND SEPARATION RATES BY AGE 
UNITED STATES, 1960 

Age 
Population 

Life Table School 
Enroll. 
Ratio 

Separation Rate 
(per thousand) 

Total Death Dropout 

5 96,977 43,446 .448 0.7 0.7 

6 96,913 80,825 .834 0.5 0.5 - 

7 96,860 93,954 .97o 0.5 0.5 
8 96,815 94,685 .978 0.4 

9 96,776 94,744 .98o 0.4 0.4 

96,741 94,709 .979 2.4 o.4 2.0 

11 96,707 94,483 .977 0.4 2.0 

12 96,671 94,254 .975 6.6 0.4 6.2 

13 96,631 93,635 .969 17.0 0.5 16.5 

14 96,583 92,044 .953 26.8 0.6 26.2 

15 96,526 89,576 .928 69.6 0.7 68.9 

16 96,457 83,339 .864 124.6 0.8 123.7 

17 96,377 72,957 .757 333.5 0.9 332.6 
18 96,287 48,625 .505 351.2 1.0 350.1 

19 96,189 31,550 .328 281.3 1.1 280.2 

20 96,085 22,676 .236 208.5 1.1 207.4 

21 95,975 17,947 .187 237.7 1.2 236.5 

22 95,859 11,887 .124 210.7 1.3 209.4 

23 95,739 9,382 .098 154.1 1.3 152.9 
24 95,618 7,936 .083 85.5 1.3 84.2 

25 95,496 7,258 .076 93.3 1.3 92.o 

26 95,374 6,581 .069 102.6 1.3 101.3 

27 95,252 5,906 .062 98.0 1.3 96.6 

28 95,128 5,327 .056 108.3 1.3 107.0 

29 95,002 4,750 .050 121.2 1.4 119.8 

30+ 94,871 4,174 .044 

Source: United States Life Table, 1959-61, Public Health Service Publication 

No. 1252, Vol. 1, No. 1, Table 1, p. 8. 
United States Census of Population, 1960, Final Report PC(1) -1D, 

Table 165, p. 371. 
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(8) T(a,x) = 

It is possible, then, to treat the age - 
specific dropout rate, d(a), as a distribution 
vector, and postmultiply it to the matrix, 
T(a,x). The result gives a vector, d(x), which 
is the grade- specific dropout rate. 

T(ai,x1) T(a1, x2) T(al,x3) T(a1, xm) 

T(a2, xi) x2) x3) a2, xm) 

T(a3, xi) T(a3, x2) T(a3, x3) T(23, xm) 

T(an,xi) T(an,x2) T(an,x3) 

nxm 

d(ai) 

d(a2) 

d(a3) 

d(an) 

1 

d(xm) 

m x 

The same conversion technique can be em- 
ployed to transform the age- specific mortality 
rate into the grade- specific mortality rate. An 
application of this measurement to the United 
States school population in 1960 is presented in 
Table 3. It shows the transformation matrix as 
well as the grade -specific dropout rate and mor- 
tality rate. The dropout rate appears to be a 
monotonously increasing function. It is less 
than 1 per thousand at the first grade, yet it 
increases sharply to about 300 per thousand at 
the end of the high school ages. On the other 
hand, the mortality rate is relatively constant. 
It is roughly about 5 per thousand, with a slight 
increase only after the 8th grade. 

Measurement of Failure Rate 

In some countries where reliable repeater 
figures are available the implementation of an 
educational planning model will involve only a 
very simple manipulation. For example, Liu has 
used the repeater statistics in Colombia to 
demonstrate its utility in projecting future 
school population (Liu, 1966). In most of the 
countries, however, this kind of statistics is 
generally lacking. So the measurement of failure 
rate becomes a more or less arbitrary analytical 
exercise. Although in a study of Australian uni- 
versity enrollment, Geni has suggested that an 
arbitrary estimation of failure rate can also 
show an excellent projection of future school 
population (Geni, 1963), it seems more commmend- 
able to pursue a more rigorous statistical 
approach. 

In its DYNAMOD II model, the Office of Edu- 
cation has proposed a less arbitrary method of 
estimating failure rate. The technique is very 
much similar to a concept which demographers call 
"grade retardation" (See Folger and Nam, 1967: 
8 -11). For instance, in the estimate of the 1st 
grade's failure rate, it is taken as: 

(9) 
N(8, 1) + N(9, 1) 

41) N(5, 1) + N(6, 1) + N(7, 1) + N(8, + N(9, 1) 

385 

where N(a,x) is the school population at age a of 
grade x (Zabrowski and Rudman, 1967:3 -4). 

To what extent the measurement of retarda- 
tion can represent the true picture of failure 
(repeater) rate remains an unanswered question, 
as there seems to be no empirical finding to ver- 

ify such measurement so far. For this reason, we 
attempt to present another approach to measure 
the grade- specific failure rate. Although, it is 
not our contention that our measure is necessar- 
ily a more valid one, yet this alternative mea- 
surement may prove to be more consistent with the 
actual school- enrollment data. 

Our approach is to make use of the model 
which is presented in Equation (6). The model 
can be changed by taking into account the measure- 
ment of separation rate as proposed in the last 
section. The separation rate is, by Stockwell and 
Nam's definition, m(x) + d(x), or mortality rate 
plus dropout rate. If we have the estimates of 
the separation rate, there can be a continuation 
rate, such as c(x) = 1 - (m(x) + d(x)). Then 
Equation (6) can be expressed as follows: 

(lo) N(x +1, t+1) N(x, t) (c(x) - r(x)) + N(x+1, t) ,{x+l) 

It is rearranged and so it becomes: 

(11) N(x,t) r(x) - N(x +l,t) r(x +l) 

= N(x,t) c(x) - N(x +l,t +l) 

where the parameters r(x) and r(x +l) are on the 
left side of the equation. 

Let us assume that the mortality and dropout 
rates derived from the census data are applicable 
to the rest of the decade. By doing this, it is 
possible to implement the continuation rate c(x) 
for the equation. Furthermore, the size of the 
student population in each grade is given by the 
yearly school enrollment statistics, and so the 
implementation of N(x,t), N(x +l,t) or N(x +l,t +l) 
is also possible. Consequently, the only parame- 
ters left unsolved in Equation (11) are those 
failure rates, r(x) and r(x +l). 

It is obvious that Equation (11) is recursive 
with respect to every grade. Therefore, the stu- 
dent progression in each grade can be expressed in 
one of the equations; r(x) can be r(1), r(2) . . . 

If we substitute the coefficients N(x,t) by , 

N(x +l,t) by , and N(x,t) c(x) - N(x +l,t +l) 
by T , the following recursive equations are 
obtained: 

r(1) - r(2) = 

r(2) - r(3) = 

r(3) - 03 r(4) 3 
dur(11)- 011r(12)= 



TABLE 3 

DISTRIBUTION OF SCHOOL POPULATION BY AGE AND RATES OF 
AND MORTALITY FOR EACH GRADE 
UNITED STATES, 1960 

Age 

5 

II III IV 

.06 .01 - - 

6 .57 .06 .01 - 

7 .32 .54 .06 .01 
8 .04 .32 .52 .04 

9 .01 .06 .33 .51 
10 - .01 .06 .33 

.01 .07 
12 .01 .02 

13 - .01 

14 - - 

15 - - - 

16 - 

17 

18 

19 
20 
21 
22 

23 
24 
25+ 

Total 

d(x 
m(x 

Grade 
V VI VII VIII X XI XII 

1.0 1.0 1.0 1.0 

.0018 .0028 .0031 
.0005 .0005 .0004 .0004 

- 

- - 

.01 - 

.03 .01 - 

.51 .04 .01 

.33 .51 .04 

.08 .33 .51 

.02 .08 .33 

.01 .02 .07 

.01 .01 .03 

- .01 

1.0 1.0 

.0050 .0086 

.0004 .0004 

. 01 

.05 

. 54 

.26 

.08 

.03 

.01 

.01 

.01 

.06 

.53 

.3o 

.06 

. 03 
. 01 

.01 

.06 

.5o 

. 3o 

.07 

.02 

. 01 

.01 

.01 

.06 

.53 

.3o 

.06 

.02 

.01 

.01 

.01 

.05 

.48 

.24 

.06 

.03 

.02 

.01 

.01 

.01 

.07 

1.0 1.0 1.0 1.0 1.0 1.0 

.0170 .0344 .0800 .1126 .2000 .2984 

.0004 .0005 .0006 .0007 .0008 .0009 

Source: United States Census of Population, 1960, Final Report PC(1) -1D, Table 168, p. 377 
and computed from Table 1. 

Here the failure rates r(x), where x = 1,2,3 
.., are the only parameters. An application of 

these equations to the United States educational 
system will yield eleven equations. And there 
are twelve unknowns in these equations. The 
solution is possible only if one of the unknowns 
is given. 

It is arbitrarily assumed that the failure 
rate at the first grade is 0.15; to some extent 
such a proportion is based on the retardation 
concept, as DYNAMOD II suggests. With this 
assumption, the solution of the recursive equa- 
tions yields the values of grade- specific fail- 
ure rate, r(x), where x = 1, 2, 3 ... 11. 

For illustration purpose, we apply this 
technique to the United States public school 
enrollment data from 1961 to 1965. Table 4 shows 
the estimates of failure rate at each level of 
education. It is found that the failure rate is 
relatively high in the very low grades. It 
declines to reach the lowest point at the 4th or 
5th grade. Then it rises at the high school 
level. 

If the quality of the data does not change 
much from year to year, the failure probabilities 
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estimated through the above procedure will not 
show too much variation over time. Their sta- 
bility contributes greatly to the reliability of 
the projection of future school population. 

In a period from t1 to tn, the solution of 
the recursive equations give rt(x), where x = 
1,2, ... and r = 1,2 ... n. An examination of 
their mean and variance is able to indicate if a 
stable pattern exists. If this is the case, a 
trend can be fixed to these values; for instance, 
the trend can be a linear equation such as rt(x)= 
a + bt. The projected value of r(x) at to +l will 
not differ much from the average value if the 
variance is not too large. 

Table 4 also shows the mean, variance and 
the projected values of 1965 -66 failure rate. 
Considering the fact that the quality of the data 
are not very satisfactory, it is interesting to 
note that the results do not show any particu- 
larly great deviation from year to year. As a 
matter of fact, the failure rates under the 7th 
grade are very consistent. Their variances are 
negligible, and after the nth grade the variance 
increases only slightly. Consequently, the pro- 
jected failure rate, as expected, is found to be 
not much different from the average value of the 



TABLE 4 

FAILURE RATES BY GRADE IN THE UNITED STATES 
PUBLIC SCHOOLS, 1961 -1966 

Projected 
Grade 1961 -62 1962 -63 1963 -64 1964 -65 Average Variance 1965 -66 

1 -2 .1500 .1500 .1500 .1500 .1500 .0 

2 -3 .0996 .1022 .1037 .1003 .1014 .0 

3 -4 .0908 .0872 .0973 .0880 .0908 .o 

4 -5 .0856 .0792 .0927 .0810 .0845 .0 

5-6 .0896 .0773 .0990 .0801 .0865 .0001 
6 -7 .0892 .0749 .1038 .0739 .0855 .0001 
7 -8 .1177 .0990 .1312 .0980 .1115 .0002 

8 -9 .1203 .0930 .1397 .0999 .1133 .0003 

9 -10 .1770 .1424 .1854 .1569 .1653 .0003 
10 -11 .2029 .1504 .2054 .1793 .1843 .0006 

-12 .2036 .1706 .1921 .1694 .1840 .0002 

.1500 

. 1023 

.0912 

.0846 

.0848 

. 0812 

. 1048 

. 1064 

.1611 

.1806 

.1637 

Source: Computed from Digest of Educational Statistics, 1966, Table 28, 
"Enrollment by Grade in Full -time Public Elementary and Secondary 
Day Schools," p. 24. 

1961 -64 period. The deviation is especially low 
in the elementary schools. So the result seems 
to indicate that there is a stable pattern of 
failure rates from year to year. 

It appears that this technique of estimating 
the future failure rate may be acceptable. 
Therefore, the projected failure rate, along with 

the mortality and dropout rates, can be used in 
the projection of future school population. The 
projection procedure will be simply the applica- 
tion of the cohort approach as presented in 
Equation (6). 

Summary and Discussion 

This paper treats the size of student cohort 
as affected by three components, namely, the 
previous cohort's mortality, dropout, and fail- 
ure. Implicitly it assumes that the educational 
system is a closed population. So it follows 
that a model of student progression can be imple- 
mented using the renewal theories in demographic 
analysis. 

The major part of this paper attempts to 
assess the components of the model. It is in 
this aspect that this model differs from some 
other models of educational planning: We propose 
a conversion technique to obtain the grade - 
specific dropout and mortality rates, and we also 
suggest that the grade- specific failure rate can 
be estimated by solving the recursive equations. 
Through extending this type of analysis, it is 
possible to reach a more realistic projection of 
school population. 

Nevertheless, this paper has not attempted 
to elaborate in detail all the possible ap- 
proaches for reaching a successful projection of 
school population. For instance, one area which 
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has been overlooked is that of stratification of 
the population. Males and females, whites and 
nonwhites, have significantly different educa- 
tional parameters that change at different rates 
over time. Consequently, any effort to produce a 
useful model for other than very short -range pro- 
jections must take into account the population 
strata. 

We also conclude that a future effort shall 
be taken to limit the assumption that the educa- 
tional system is a closed population. Conceiv- 
ably this assumption may not be unrealistic in 
some countries where dropouts have very little 
chance of re- entering school; however, it is too 
strenuous to be applicable to the United States 
public school system. A study by the Bureau of 
Labor Statistics (1966) shows that there is a 
considerable number of dropouts who return to 
school. Therefore, we expect a future develop- 
ment of this paper shall be able to treat school 
population as an open system, and so migration 
and re- enrollment can be taken into account. 
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FINANCIAL RESOURCES OF NEGRO COLLEGE STUDENTS: SURVEY1 DESIGN AND PRELIMINARY RESULTS 

Robert F. Boruch and Alan E. Bayer 

American Council on Education 

During the past few years, social scientists 

have focused increasing attention on the black 
student in American colleges and universities. 
Pressures to do so have been generated at the gov- 
ernmental and institutional levels along legal so- 
cial and economic dimensions. Major studies of 
student admissions criteria, counseling and guid- 
ance strategies and evaluation of educational stan- 
dards (see Astin, 1969) are increasing. A scar- 
city of normative data based on a national sample 
of black students has been evident, however. Pre- 

vious research has been informative with respect 
to specific environments and rather restricted 
samples, but limited in generalizability and in 

the extent to which meaningful comparisons may be 
made. 

In order to begin study of the progress and 
effects of changes in educational environments on 
a fairly representative freshman sample, and rela- 
tive to the racial issues, we have compiled infor- 
mation available from the ACE Higher Educational 
Data Bank. The data should provide base level cri- 
teria for planned examination of trends in enroll- 
ment of black students (especially through special 
programs), racial composition of various college 
types, accomplishments and persistence in the edu- 
cational enterprise by black students. 

In the present paper, we restrict considera- 
tion to a few specific aspects of the black and 

nonblack college freshman population. It is of in- 
terest to know whether students at predominantly 
Negro colleges differ substantially in abilities 
(as reflected by high school achievements) from 
black and nonblack students at predominantly white 
institutions. The information is important because 
competitive recruitment of the more able black stu- 
dents to white institutions has increased. As a 
result, the quality of the Negro colleges' students 

may decline. 
Also, we should like to examine the relative 

financial income across institutional and racial 
categories. Such data can be of assistance in de- 
velopment of policy about financial support allo- 
cation. Finally, we would like to characterize 

succinctly the dependence of major financial 
sources of support on biographic characteristics 
of the students, including achievements and par- 

ental income levels. 
Research Design 

The normative data for this report were com- 
piled from the third annual survey of entering col- 
lege freshmen, a part of the American Council on 
Education's Cooperative Institutional Research 
Program. These data were collected by administer- 
ing a four page questionnaire to more than 243,000 
freshmen entering 358 institutions. The institu- 
tional stratification system for sampling(Creager, 
1968) is based on the type of college, institution- 

al affluence, and selectivity. Estimated popula- 
tion parameters are computed on the basis of 
weights derived from numbers of students within 
strata of the sampling design and Office of Edu- 
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cation population counts within strata. Design 
specification and definitions are provided in 
Table 1. 

Table 2 contains specification of sample ra- 

cial composition and estimated distribution of 
population across institutional categories. With- 
in these stratification levels, the number of 
black freshmen is markedly skewed. That is, one 

half of all colleges in the United States each 
enroll less than 2 percent black students among 
their freshmen. Eighty -eight percent have an 
enrollment of black students who comprise 10 per- 
cent or less of the entering class(Bayer and 
Boruch, 1969). 

Financial Resources 
Adequacy of financial aid has been a dominant 

theme in social science theorizing about black col- 
legian problems. However, much of the recent 
information have been confined to within race and 
within institution descriptions. Black students 
are generally acknowledged to be poorer than white 
students, but documentation on sex differences, 
variation across institutional type and source of 
finances is rather scarce. 

Consider the financial aid data for male and 
female students provided in Table 3. Substantial 
differences between racial categories within finan- 
cial level are evident. Half the Negro parents' 

annual income level in less than $6,000. Non- 

white students acknowledge the same income bracket 
in only 14 percent of the population. Although 
racial differences across college type are not 
substantial, they do suggest the impact which 
income level has on the choice of college. Across 
institutional categories, the Negro colleges 
appear to have students with the poorest families. 
Predominantly white two -year colleges include the 
next highest fraction of low income black students, 
followed by predominantly white four -year colleges 
and the universities. Some 17 percent of black 
students' families have an annual income of more 
than $10,000, while 53 percent of the white 
students are in the same category. 

The low parental income levels suggest, of 
course, that financial supplement is likely to be 

important in supporting the black students' edu- 
cation. In fact, some form of scholarship aid, 
grants er gifts is acknowledged to be a major 
source of income by a third of the black students. 
Seventeen percent of the nonblack students rely 
on such aid as major support. Across institutional 
categories, the percentages of black students with 
major support from scholarship funds decrease in 
the order that one might expect: predominantly 
white colleges, white universities, predominantly 
Negro institutions, and two -year colleges. 

The increasing availability of repayable loans 
at minimal interest rates has been an impressive 
educational development during the past few years. 
Use of loans occurs in nearly one quarter of the 
population of Negro freshmen. Women receive loans 
somewhat more frequently in both the black and 



nonblack groups. The largest percentage of students 
who indicated that this is a major source of 
incomg occurs in the predominantly Negro institu- 
tions. 

Parental or family aid is a major source of 
support much more frequently for the nonblack 
students. The difference is consistent across all 
institutional categories except in the case of 
Negro institutions. Reliance on personal savings 
or employment is more frequently acknowledged to 

be a major source of funds by nonblack students. 
In summary, the black -nonblack income differ- 

ences are more evident than intrarace differences. 

Substantial numbers of black students come from 
families with little money. The most affluent of 
the black as well as the white students appear 
at the universities. The poorest black students 
enroll at the Negro institutions and (secondarily) 
in the junior colleges. Financial supplements 
rather than family aid are relied on by a majority 
of black students, in contrast to the nonblack. 
Scholarships and grants are more frequently cited 
by blacks as being a major source of income than 
any other type of aid. Non -black students rely 
most frequently on parental aid. 
Achievements 

Black students' achievement levels have been 
subject to much controversy and discussion. Con- 
fusion has resulted because definition of "achieve- 
ments" has been confined to high'school grades and 
grades are not entirely comparable for the black 
and nonblack groups. Data are presented in Table 
4 and concern a variety of achievements, includ- 
ing grades, and relative to stratification level. 
The proportion of white students having A grades 
is about twice the fraction of black students 
within any institutional type. Black students in 

Negro colleges are not as likely to have had high 
secondary school grades as black students in pre- 
dominantly white four -year colleges. The univer- 
sities appear to be most successful in attracting 
larger proportions fo black students in the high 
grade category. Junior colleges enroll only about 
2 percent of black students from this grade bracket, 
in contrast to the 7 to 9 percent at other types 
of institutions. Note that grade level compari- 
sons are tenuous to the extent that the high 
schools from which students graduated differ in 
quality, and in predominance of a racial group. 
These variables are confounded with the type of 

institution selected by the student. 

Other secondary school achievements of the 

freshmen are a reasonable basis for judgments 
of ability levels. Perhaps contrary to some ex- 
pectations, a smaller percentage of black students 
had obtained a varsity letter in sports than the 
proportion of nonblack students. Larger propor- 
tions of black students had participated in 

National Science Foundation Summer programs, and 
won state or regional science contests. They 
were more likely to have had a major role in a 

play, to have received acclaim in a state or re- 
gional speech contest, or to have been elected 
president of a student organization. In fact, 
with the exception of membership in a scholastic 
honor society and the receipt of a varsity letter 
or National Merit recognition, the proportions in 

the various achievement categories are higher 
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for black than nonblack students. 
Differences across institutional categories 

are complex. Relative to black students in other 
institutions, higher proportions of those in the 
Negro colleges obtained localized recognition- - 
winning state or regional contests; being elected 
to head student organizations. Within the white 
four -year colleges and universities, more nationally 

popular forms of recognition were evident, e.g. 
National Merit awards, varsity sports acclaim. 
These differences are,of course,suggestive of the 
admissions policies evident at most colleges: they 

are oriented toward rather standardized achievement 
modes based on the white rather than on the black 
student population. Systematic emphasis on multi- 
ple achievement criteria, rather than on tests 
alone, is warranted insofar as equitable distribu- 
tion of students among colleges is an objective of 
the current government and educational effort. 
Regression Analyses 

We have used stepwise regression analyses in 
order to assay the extent to which the mode of stu- 
dents' major financial aid is dependent on other 
observable factors. Immediate requirements are 
largely descriptive and very simplistic: specifica- 
tion of the nature of the relation, and of the mod- 
erating effect of stratification factors on func- 
tional relationships. 

An intermediate objective is to assess the 
extent to which regression(commonly used in the 
educational literature) is affected by measurement 
error. sacking estimates of reliablility for each 
variable, a cross validation technique (Wolins, 
1967) is used to strengthen the credibility of the 
computed multiple correlation. An original (valid- 
ation) sample comprises the basis for specification 
of predictor variables in the linear function. A 

second (cross validation) sample and the previously 
specified predictor variables, are used to compute 
an unbiased conditional on the second example 
(Wherry, 1931). 

Four dependent variables, and not mutually 
exclusive, are considered: personal savings, 
parental aid, loans and scholarships (Appendix 
Each is scored on the basis of student acknowledge- 
ment that the particular income is a major source 
of support,:a minor source, or not a source of sup- 
port at all. In addition to parental income and 
student achievements, other independent (dummy) 

variables have been introduced: parental educa- 
tional levels, aspirations and past behavior. 
Samples (approximately 1,000 students each) were 
systematically drawn for the categories of Negro 
men and women. The samples were further cate- 
gorized by institutional type. 

Table 5 contains some results of the regression 
analyses; independent variables are presented in 

rank order of standard regression weight size. 
Generally, the percentage sums of squares accounted 
for in the cross validation sample is larger for 

men than for women. Decrements in the estimated 
population parameter? from validation to cross 
validation, suggest somewhat higher measurement 
error in the d §ta on women. The absolute magni- 
tudes of the are rather unimpressive, but 
they are a bit higher than results typically 
obtained in this type of research. 

The differences between the regression 



equations across sex and institutional categories 

implies, of course, that stratification attributes 

ought to be r co nized in such analyses. The vari- 

ation of the y with in sex and type college is 

fairly stable across all categories considered. 

Consider now the predictor variables with 

higher regression coefficients. Substantial reli- 

ance on personal savings (variable 15) is associated 

with older students for both sexes and within uni- 

versities and Negro colleges. The choice of col- 

leges, and for black men in predominantly white uni- 

versities. Achievement variables enter negatively 

in most cases so one can infer that little or no 

reliance on personal savings is associated with 

academic achievements of various types. 

Students' dependence on parental aid (16) is 

a function of age and parental income for all insti- 

tutions and sexes: younger students from more 

affluent families acknowledge this type of support. 

The mother's education appears to be associated 

with men's acknowledgement of this source of sup- 

port, and father's education is a determinant for 

women, at the Negro colleges and universities. 

Achievement variables are weighted negatively, 

suggesting that lower achievers of the type of 

award considered here are relying more heavily 
on 

their parent's income. 

The extent to which we can explain loan usage 

(17) as a function of other variables used here is 

markedly limited. The relatively low R yy may be 

explicable in terms of the nonuniformity of bank- 

ing practices and in the extent to which students 

investigate this source of income. Loan usage is 

associated with lower family incomes. Lower costs 

of college are a determinant of the responses for 

men and women within the universities, but not for 

the other categories. Younger students appear to 

be relying on loans. 
Student acknowledgement of major dependence on 

scholarship aid (18) is somewhat'more predictable 

than either reliance on loans or on personal sav- 

ings. Within the Negro colleges, parental aid is 

weighted negatively for both men and women, sug- 

gesting that poorer students are receiving such 

support. For men, the variable is a function of 

mother's education and high school grades; athletic 

scholarships are probably substantial since winning 

a sports letter and choosing a college on the 

basis of athletic program are predictor variables. 

Important independent variables within the women's 

category include high school rank and the affirma- 

tion that choice of college was based on it's 
aca- 

demic reputation. For men at the universities, 

major reliance on grants is largely a function of 

better high school grades and awards, and coming 

from low income families in which mother's educa- 

tion is low. For university women, the important 

predictors are family income and various achieve- 
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ment and study habit variables --- art or science 

recognition, National Merit recognition. Within 

the white 4 year colleges, men and women relying on 

scholarship aid come from families with smaller 

incomes. Achievement predictors include membership 

in an honorary society and art recognition (men), 

and awards in regional science contest, high school 

rank, having a major part in a high school play. 

These findings represent a caricature of the 

financial and achievement attributes of the of the 

Negrofreshmen. population. Forms of financial sup- 
port are predicatable in varying degrees from bio- 
graphical data. The major reliance on scholarship 
aid and parental support is associated with plausi 
ble and well defined student attributes but the ex- 
tent to which we can predict is not impressive. 
Further scrutiny of these data will clarify the 
meaning of the associations among variables, and 

may provide information for enchancing our ability 
to predict the dependent variables. 

Footnotes 

A. This paper was supported, in part, by National 
Science Foundation Grant, GR -57. 

2. During the summer of 1969, the popular press 
frequently reported that banks and loan com- 
panies are curtailing or eliminating student 
loan programs. It appears that black college 
students will be adversely affected by these 
measures, unless other sources of income are 
made available. 

3 1 (1-12 Y9) (N - 1) 

(N - m - 1) 

References 

1. Astin, A.W. Racial considerations in college 
admissions. The Campus and the Racial Crises, 
Washington: American Council on Education, 
1969 (in press). 

2. Bayer, A.E. and Boruch, R.F. Black Student in 
American Colleges. Research Reports. 
Vol. 4, No. 2, 1969. Washington, D.C.: Amer- 
ican Council on Education, 1968. 

3. Creager, J.A. General purpose sampling in the 
domain of higher education. ACE Research Re- 
ports, Vol.3, No. 2, 1968. 

4. Wherry, R.J. A new formula for predicting the 
shrinkage of multiple correlation. Annals 
Mathematical Statistics. 1931, 2, 440 -451. 

5. Wolins, Leroy. The use of multiple regression 
procedures when the prediction variables are 
psychological tests. Educational Psycho- 
logical Measurements, 1967, 27, 821 -828. 



Table 1: 1968 ACE Sample 

Stratification Celle Institutions 

Popu- Used in 
lation Norms 

Univeristies 
Selectivity: 
Less than 500 30 10 

500 -549 39 15 

550 -599 45 15 

600 or more 50 25 

Unknown 130 11 
Public Colleges (4 year) 
Selectivity: 
Less than 450 and Unknown 154 10 

450 -499 67 9 

500 or more 73 14 

Private Non -sectarian (4 year) 
Selectivity: 

Less than 500 and unknown 197 24 

500 -574 44 7 

575 -649 54 18 

650 or more 48 27 

Roman Catholic (4 year) 
Selectivity: 
Less than 500 and unknown 111 15 

500 -574 75 13 

575 or more 42 . 

Protestant.(4iyear) 
Selectivity: 
Less than 450 and unknown 119 14 

450 -499 54 7 

500 -574 68 13 

575 or more 48 14 

Two Year Colleges 
Selectivity less than 400 87 4 
Selectivity 400 -499 63 11 

Selectivity 450 or. more 57 8 

Expenditures /less than 
$1000 192 12 

Expenditures /$1000- 
$1249 39 4 

Expenditures /$1250 or 
more 52 7 

Selectivity or Expendi- 
tures unknown 272 17 

Negro Colleges 
Public 38 7 

Private 55 12 

addition to the specifications by the U.S. 
Office of Education of level and type of control, 
the stratification design includes institutional 
per- student expenditures (for students who com- 
pleted the National Merit Scholarship Qualifying 
Test). 
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Table 3: Weighted Percentages For Entering College Freshmen 

MEN 

ESTIMATED PARENTAL INCOME 
LESS THAN $4,000 
$4,000 - $5,999 
$6,000 - $7,999 
$8,000 - .9,999 

$10,000 - $14,999 
$15,000 - $19,999 
$20,000 - $24,999 
$25,000 - $29,999 
$30,000 OR MORE 

MAJOR SOURCES OF SUPPORT 
PERSONAL SVGS OR EMPLOYMENT 
PARENTAL OR FAMILY AID 
REPAYABLE LOAN 
SCHOLARSHIP /GRANT /OR OTHER GIFT 

WOMEN 

ESTIMATED PARENTAL INCOME 
LESS THAN $4,000 
$4,000 - $5,999 
$6,000 - $7,999 
$8,000 - $9,999 

$10,000 - $14,999 
$15,000 - $19,999 
$20,000 - $24,999 
$25,000 - $29,999 
$30,000 OR MORE 

MAJOR SOURCES OF SUPPORT 
PERSONAL SVGS OR EMPLOYMENT 
PARENTAL OR FAMILY AID 
REPAYABLE LOAN 
SCHOLARSHIP /GRANT /OR OTHER GIFT 

Predominantly White 
Two -year Colleges 

Predominantly White 
Four -year Colleges 

Negro 
Four -year Colleges 

Predominantly White 
Universities 

Black 

25.9 
30.8 
18.2 
10.9 
9.8 
3.7 
0.3 
0.1 
0.3 

32.2 
21.9 
15.0 
32.8 

29.4 
26.3 
19.9 
9.8 
9.5 
2.9 
1.7 

0.0 
0.5 

30.4 
29.6 
13.0 
24.0 

Nonblack 

'6.1 

12.6 
19.6 
19.3 
26.7 
8.7 
3.4 
1.3 
2.3 

46.1 
37.1 
7.9 
10.9 

7.4 

13.1 
18.7 
18.1 
24.9 
9.8 

3.7 
1.8 
2.7 

7 

55.8 
10.0 
11.2 

Black 

25.2 
24.6 
18.9 
10.1 
13.2 
4.0 
1.6 
1.1 
1.2 

17.5 

21.3 
28.6 
49.8 

27.8 
19.9 
18.5 
12.1 
14.3 
4.8 
1.3 
0.4 
0.9 

27.6 
54.4 

Nonblack 

4.2 
8.9 
15.3 
18.2 
29.0 
11.6 
5.1 
2.7 
5.0 

30.1 
46.9 
16.4 
22.2 

4.7 

8.5 
14.5 

16.2 

28.1 
12.7 

6.3 
3.2 

5.8 

15.3 
62.1 
18.8 
21.5 

Black Nonblack 

37.2 
25.1 
14.2 
9.2 
8.8 
3.4 
1.0 
0.4 
0.7 

18.8 
28.0 
29.0 
35.1 

38.0 
24.2 
14.1 
9.2 
8.4 
3.3 
1.9 

0.6 
0.4 

10.7 
34.5 
37.4 
29.4 

Black 

19.0 
21.8 
21.4 
14.2 
15.3 
5.2 
1.3 

0.6 
1.2 

19.3 
33.3 
16.5 
42.5 

22.1 

24.5 
20.2 
12.8 
13.2 
4.5 
1.5 

0.7 
0.5 

13.3 
43.7 
18.2 
37.4 

Nonblack 

3.5 
7.0 

12.5 
16.3 
29.9 
13.2 
6.8 
3.4 
7.4 

30.4 
55.7 
10.5 
17.9 

3.3 
7.0 
11.5 

14.7 
29.7 
14.7 
8.2 
3.9 
6.9 

15.4 
69.9 

16.9 
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Table 4: Weighted Percentages For Entering College Freshmen 

Predominantly White Predominantly White Negro 
Two -year Colleges Four -year Colleges Colleges 

Predominantly White 
Universities 

Black Nonblack Black Nonblack Black Black Nonblack 

AVERAGE GRADE IN GHIGH SCHOOL 
A OR A+ 0.3 0.4 0.6 3.9 1.0 1.9 6.3 
A- 0.8 1.3 3.2 7.7 3.0 5.5 10.9 
B+ 6.7 4.7 10.7 15.2 11.1 13.9 18.1 
B 11.7 14.4 18.4 22.6 19.2 21.3 23.5 
B- 11.0 15.3 16.7 17.7 16.3 19.0 16.5 
C+ 27.4 26.4 26.3 18.1 27.1 23.8 14.4 
C 38.9 34.7 22.1 14.0 21.4 14.0 9.8 
D 3.4 2.8 2.0 0.8 0.9 0.6 0.6 

SECONDARY SCHOOL ACHIEVEMENTS 
ELECTED PRESIDENT STDT 14.7 12.1 27.6 22.7 32.4 28.0 24.5 
HIGH RATING STATE MUSIC 6.7 6.2 9.9 8.5 12.1 11.1 9.9 
STATE /REGIONAL SPEECH CONTEST 1.7 2.9 5.7 5.4 7.8 6.8 6.7 
MAJOR PART IN A PLAY 15.5 12.6 19.7 17.6 34.5 19.4 16.9 
VARSITY LETTER (SPORTS) 53.3 40.5 58.3 50.8 42.0 45.0 44.2 
AWARD IN ART COMPETITION 7.2 4.9 7.9 4.2 7.8 7.3 4.1 
EDITED SCHOOL PAPER 3.4 4.8 9.1 9.1 11.2 10.3 10.0 
HAD ORIGINAL WRITING PUBLISHED 5.7 7.1 18.3 14.7 9.7 14.7 16.3 
NSF SUMMER PROGRAM 1.4 0.4 1.7 1.0 2.3 2.1 1.6 

ST /REGIONAL SCIENCE CONTEST 1.6 1.4 3.1 2.5 6.7 5.0 3.5 
SCHOLASTIC HONOR SOCIETY 3.9 4.4 15.0 23.0 17.1 22.7 31.0 
NATIONAL MERIT RECOGNITION 2.6 1.6 8.6 8.1 5.1 10.6 12.3 



Table 4: Weighted Percentages For Entering College Freshmen (coned.) 

WOMEN Predominantly White 
Two -year Colleges 

Predominantly White 
Four -year Colleges 

Negro 
Colleges 

Predominantly White 
Universities 

Black Nonblack Black Nonblack Black Black Nonblack 

AVERAGE GRADE IN HIGH SCHOOL 
A OR A+ 0.8 1.9 2.5 7.2 2.0 2.5 10.1 
A- 2.7 4.3 7.1 13.8 7.0 7.9 16.7 
B+ 11.3 11.9 17.6 23.7 20.9 18.0 24.0 
B 21.8 26.9 23.5 28.5 25.4 25.9 25.6 
B- 17.2 17.9 18.9 13.0 15.5 16.1 11.4 
C+ 22.5 19.1 18.4 9.1 17.6 17.8 7.9 
C 22.5 17.4 11.8 4.6 11.2 11.6 4.3 
D 1.3 0.5 0.2 0.1 0.4 0.2 0.1 

SECONDARY SCHOOL ACHIEVEMENTS 
ELECTED PRESIDENT STDT ORGNZ 12.7 13.7 24.9 22.5 31.8 23.4 23.2 
HIGH RATING STATE MUSIC 6.0 8.7 10.7 13.0 12.0 10.4 14.7 
STATE /REGIONAL SPEECH CONTEST 6.9 4.3 7.6 6.6 8.9 6.8 7.7 
MAJOR PART IN A PLAY 17.0 23.1 20.6 18.5 34.3 17.5 18.4 
VARSITY LETTER (SPORTS) 13.4 13.1 12.0 14.1 9.8 9.5 12.7 
AWARD IN ART COMPETITION 4.2 5.7 6.0 6.6 4.4 4.8 7.1 
EDITED SCHOOL PAPER 8.1 10.1 15.7 17.3 16.1 13.1 17.7 
HAD ORIGINAL WRITING PUBLISHED 10.2 13.7 20.2 22.3 14.0 18.5 22.9 
NSF SUMMER PORGRAM 0.4 0.2 2.3 0.6 1.5 1.3 0.8 
ST /REGIONAL SCIENCE CONTEST 2.4 1.2 5.4 2.1 7.2 3.0 2.6 
SCHOLASTIC HONOR SOCIETY 11.5 13.7 33.1 38.8 31.9 30.1 45.1 

NATIONAL MERIT RECOGNITION 2.9 2.7 11.7 8.5 6.5 11.1 10.8 



Table 5 

College 
/Sex y Rv Rcv d.f. X1 X2 X3 X5 X6 X7 Xg X9 X10 X11 X13 X13 X14 

Negro 
4 -year/ 
Negro 

Negro 
4 -year/ 
Negro 
Women 

White 
Univer/ 
Negro 
Men 

White 
Univer/ 
Negro 
Women 

White 
4 -year/ 
Negro 
Men 

White 
4 -year/ 
Negro 
Women 

15 

16 

17 

18 

15 

16 

17 

18 

15 

16 

17 

18 

15 

16 

17 

18 

15 

16 

17 

18 

15 

16 

17 

18 

.34 

.52 

.34 

.42 

.24 

.45 

.40 

.42 

.49 

.58 

.42 

.55 

.32 

.54 

.38 

.48 

.49 

.68 

.47 

.54 

.49 

.66 

.49 

.57 

.31 

.43 

.31 

.41 

.21 

.41 

.27 

.37 

.26 

.49 

.21 

.46 

.20 

.43 

.24 

.35 

.35 

.38 

.22 

.49 

.21 

.48 

.36 

.44 

.10 

.17 

.10 

.15 

.03 

.15 

.06 

.12 

.04 

.22 

.02 

.18 

.02 

.17 

.02 

.10 

.08 

.10 

.01 

.19 

.00 

.19 

.08 

.14 

418 
419 
420 
418 

595 
592 
592 
591 

299 
299 
298 
296 

356 
336 
331 
332 

166 

167 
167 
163 

195 

194 

193- 

192- 

1 

21 

-22 
-20 

1 

21 

-2I 
23 

38 
21 

-46 
-21 

-25 

21 
-38 

-21 

-3 

21 

-51 
-21 

38 
21 

-24. 

-21 

-37 
20 

-7 

2 

12 

19 

34 
39 

-7 

-1 

47 

-38 

-11 

-31 
46 
13 

48 
19 

49 
13 

-43 
-4 

48 
23 

-29 
-1 

-1 
37 

48 
-3 

-20 
-21 

40 
29 

4 
2 

1 

-1 

-21 

-44 

8 

-22 

-21 

-36 

54 
-8 

8 

31 

38 
-23 

-20 
-38 

25 
-43 
-14 
48 

1 

20 
-1 

-20 

21 
-13 

23 

32 

-4 

-41 

-1 

52 

-46 
-1 

35 
-12 

36 
12 

-32 

38 
-12 
26 

3 

-6 

-46 

-38 
-6 

34 
-8 

-27 

5 

-54 

34 
-3 

-48 

44 
-31 

-42 
11 

13 

-48 
40 
21 

3 

-24 

36 

-26 
47 

-21 

53 

-36 
-14 

6 

-46 

-10 
-7 

-25 
34 

-26 

-11 

45 
-6 

-24 
-25 
-26 

7 

-27 
-34 
37 
37 

14 

33 
35 
-29 

27 
44 
-13 

-26 

-24 
-35 
34 
-8 

-11 
-38 

-12 
35 

- 40 
5 

-13 
43 

-8 
-1 
30 
33 

47 
-44 

6 

13 

-7 

34 

33 

-19 

27 
48 
46 
-41 

8 

38 

-24 

-22 
-32 

29 

-46 

52 

36 

52 

54 
1.4 

9 

-21 

-5 

-25 

40 

-4 

32 

25 

-1 
22 

54 

51 

53 
8 

26 

27 
34 

34 

49 

2 

39 

29 
-12 

49 

-53 
1 

36 

5 

-47 

-10 

-38 

-48 -24 



Appendix I 
Variables Included in Regression* 

1 Age (Lo : Hi :: 1:9) 

2 High school grades (Lo : Hi :: 1:8) 

3 Elected president stdnt organ 

4 Hi rating music contest 

5 Part in state speech contest 

6 Major part in play 

7 Won varsity letter 
8 Won art award 
9 Edited school paper 
10 Published poem, essay 
11 NSF summer program 
12 Placed in state science contest 

13 Member of honorary society 
14 Won certificate of merit (NMSQT) 
15 Personal savings 

16 Parental aid 
17 Repayable loan 
18 Grant /gift 
19 Father's education (Lo : Hi :: 1:6) 

20 Mother's education (Lo :.Hi :: 1:6) 

21 Parent's income (Lo : Hi :: 1:9) 

22 Religious preference 
23 Academic rank in graduate class 
24 Outlined reading assignment 
25 Memorized without understanding 
26 Shared notes with students 
27 Extra credit work 
28 Tests for practice 
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29 Played musical instrument 
30 Anti -war protest 
31 Racial protest 
32 Administrative policy protest 
33 Extra reading for course 
34 Teacher recommended college 
35 Graduate rep recommended college 
36 Professional counselling recommended college 
37 Athletic program reason for college choice 
38 Low cost reason for college choice 
39 Academic reputation reason for college 

(Aspirations) 
40 Become accomplished in performing arts 
41 Become authority on specified subjects 
42 Attain recognition for contributions 
43 Become expert musician 
44 Become expert in finance 
45 Have admin. responsibility 
46 To be well off financially 
47 Aspire to help others 
48 To be in organization such as Peace Corps 
49 Become outstanding athlete 
50 Become community leader 
51 Make theoret. contribution 
52 To write original work 
53 To create artistic work 
54 To be success in business of own 

* Dichotomous variables scored 2 (yes) or 1 

(no). Variables 15, 16, 17, 18 scored 3 
(major dependence), 2 (minor dependence), 1 

(not at all) on sources of support indicated. 



AN EMPIRICAL GROUPING OF JOB FAMILIES 

Marion F. Shaycoft, American Institutes for Research1 

Project TALENT is a long -term educational re- 
search project that started about ten years ago 
and is expected to continue about 25 years alto- 
gether. The project has now reached the point 
where questions of whether jobs can be grouped 
into families, and if so how, are important. 

Project TALENT: The source of the data 

In 1960, a comprehensive battery of tests and 
questionnaires lasting two full days was admin- 
istered to about 400,000 students in over 1000 
secondary schools. This very large sample, con- 
sisting of the students in grades 9, 10, 11, and 
12 in a stratified random sample of all secondary 
schools -- public, parochial, and private -- in 
the United States, has been followed up by 
questionnaire one year and five years after high 
school graduation. The plans of the project 
include further follow -ups ten and twenty years 
after high school. Though the follow -up ques- 
tionnaires cover a fairly wide range of areas, 
they focus most sharply on post -high school 
education and on jobs and long -range career plans. 

One of the major purposes of the study is to 
provide a basis for improving vocational and 
educational guidance in the high schools by find- 
ing out what kinds of aptitudes, interests, 
achievement levels, personality traits, and other 
characteristics manifest at the high school stage 
of development are predictive of success in 
specific occupations. In the questionnaires the 
basic questions to elicit information about 
career plans were: 

(a) What occupation do you plan to make your 
life work? Be as specific as possible. 
For instance, if military service speci- 
fy type of work. 

(b) What steps have you taken in this 
direction? (Mark as many as apply.) 
a. I now have or have had a regular job 

in this field. 

b. I now have or have had a job as a 
trainee in this field. 

c. My present job may lead to work in 
this field. 

d. I am doing or have done volunteer 
work in this field. 

e. I have had special training or edu- 
cation in this field. 

f. None of the above. 

(c) If you have had special training or edu- 
cation in this field, how or where did 
you get it? (Mark as many as apply.) 
a. In high school. 
b. In college as an undergraduate. 
c. In graduate school or professional 

school after college. 
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d. In some other kind of school, since 
high school. 

e. An apprenticeship program. 
f. On- the -job training (informal or 

formal). 
g. An informal program: reading or 

other independent study. 
h. Some other way. 
i. I have had no special training or 

education in this field. 

Project TALENT's procedures and instruments are 
documented elsewhere [1,2,3,4,6,7]. 

Purpose of grouping 

The career fields indicated by Project TALENT 
participants when they were followed up five 
years after high school were initially coded into 
nearly a thousand categories in order to retain 
as much information as possible, and to permit 
subsequent collapsing of categories in a multi- 
plicity of ways. It was recognized, of course, 
that some collapsing would be necessary, since 
1000 categories would be far more than could be 
handled conveniently in any data analysis. Al- 
though we could have bypassed the thousand -cate- 
gory stage altogether, this would have been 
undesirable because having more detail initially 
than would be needed in any one analysis would 
allow maximum flexibility in combining categories 
later on, and thus would permit different kinds 
and degrees of condensation of categories for 
different purposes. 

As the first step in reducing the number of cate- 
gories for potential use in educational and 
career guidance of high school students, the 
original categories were collapsed on a judgmental 
basis to about 250. It was felt that this was the 
most that could be done safely on the basis of 
subjective judgment; that any further combining of 
groups should be based on empirical data. More 
specifically it was hoped that on the basis of 
empirical data the 250 categories could be con- 
densed into a much smaller number of groups, such 
that the categories combined in a single group 
would be relatively homogeneous in terms of the 
patterns of aptitudes, abilities, achievement 
levels, interests, personality traits, and 
background factors characteristic of their 

members. What was sought was relative homogeneity 
within groups and heterogeneity among groups with 
respect to scores on 64 cognitive variables and 

45 noncognitive variables from the TALENT battery. 
This might simplify educational and vocational 
guidance to some extent, by making it possible for 
guidance counselors in high schools to advise the 
student in terms of families of jobs for which he 
is suited, rather than in terms of a small or 
large number of specific career fields from which 
to choose. 

Besides convenience, there were other reasons for 



wanting to determine some "job families." 

Despite the very large number of cases Project 
TALENT had started with initially, some of the 
less usual career fields had very few cases in 

them, and therefore might not provide stable 
data unless they were combined with other close- 

ly related groups. 

Methodological consideration in using hierarchi- 

cal analysis 

Hierarchical analysis seemed like a promising 
way of establishing job families. But the term 
hierarchical analysis doesn't cover just one 

specific procedure. Rather it represents a 
whole family of procedures -- so that once one 
has decided to use hierarchical analysis his 

decisions have just begun. 

In a hierarchical grouping procedure, one 
generally starts with a matrix showing the 
degree of difference (or similarity) between 
each individual and each other individual. The 

hierarchical analysis procedure operates in a 
stepwise fashion, to combine individuals (or 

groups) for whom the index of difference is as 
low as possible, or the index of similarity as 
high as possible. Difference may be expressed 
in a number of ways: as distance between indi- 
viduals (or groups), as dispersion of the com- 
bined group, or perhaps as a ratio of distance 
to dispersion. Likewise similarity can be ex- 
pressed in numerous ways -- as amount of overlap 
between groups, for instance, or perhaps as 
correlation between group means where the means 
are expressed as ipsative scores. 

Some of the methodological considerations in 
hierarchical analysis are discussed below. 

1. Deciding on the order of merging 

To get an idea of some of the problems, and 
the point of view underlying the methodolog- 
ical decisions that were made, let's look 

at Figure 1. (In the interest of simplicity 
this diagram and all others in this paper 
are limited to the two -dimensional or two - 
variable situation, but the problems and 
conclusions are readily generalizable to any 
number of variables.) Each circle (or 
ellipse) represents a group -- let's say a 
group of people in the same career field. 
The radius of the circle represents the 
dispersion of the group, and the dimensions 
of the ellipses have an analogous interpre- 

tation, so that each of the circles and 
ellipses in the diagram encloses the same 
proportion of cases in the group it repre- 
sents. Let's suppose, for instance, that 
each circle or ellipse encloses 95 percent 
of its group. Which pair of the groups in 
Figure 1 should be combined first? 

a. Should groups A2 and B2 be combined 
before groups Al and B1 are? The cen- 
troids of A2 and B2 are closer together 
than those of Al and B1, and it also 
appears that the A2 -B2 combination 
would be more compact than the Al -B1 
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combination. But in terms of degree 
of overlap the Al -B1 combination seems 
about as good as A2 -B2. 

b. Now let's look at A3 and B3, the two 
very compact distributions represented 

by the tiny circles toward the bottom 
of the chart. Their centroids are 
about the same distance apart as the 
centroids of Al and B1. But probably 
in view of the differential overlap 
rates, Al and B1 are better candidates 
for merging than are A3 and B3. 

c. Should Groups A4 and B4 be merged before 
A2 and B2 are, or should the A2 -B2 
merging take precedence? The A4 -B4 
pair of circles looks about the same (in 

size and overlap) as the A2 -B2 pair but 
the A4 and B4 groups contain 200 and 400 
cases respectively while the A2 and B2 
groups are much smaller, containing only 
50 cases each. Does this affect their 
mergeability? Remember that in the 
diagram the radius of a circle represents 
the dispersion of the entire group rather 
than sampling error. Because the A4 and 
B4 centroids have smaller sampling errors 
than the A2 and B2 centroids, the dis- 
tance between centroids A4 and B4 is 

statistically significant to a greater 
degree than the distance between A2 and 
B2. But this wouldn't be any reason for 

merging the smaller A2 and B2 ahead of 
A4 and B4. We aren't trying to limit 
the merging to groups that do not differ 

significantly. We are quite willing to 
admit that probably no two of the popu- 
lations represented by the various groups 
are identical in their statistical char- 
acteristics. In other words it is quite 
likely that all the groups -- even the 
ones we merge -- differ significantly. 
The important questions is not whether 
they differ, but how much they différ, 
since we would like the merging confined 
to groups whose differences are relatively 
small. The A2 -B2 pair and the A4 -B4 pair 
are equally good candidates for merging. 

d. What about the mergeability of the groups 
represented by the A5 -B5 pair of ellipses 
in comparison with the mergeability of 
the A6 and B6 groups, represented by 
ellipses of similar size, shape, and 

orientation? Note that the distance 
between centroids A5 and B5 is the same 
as that between centroids A6 and B6. 
But despite all these similarities 
between the A5 and B5 pair and the A6 -B6 
pair there is vast difference in their 
mergeability. Groups A6 and B6 overlap 
substantially while groups AS and B5 
hardly overlap at all. This corresponds 
to the fact that in the case of the A6 -B6 
pair the dimension in which the distance 
between centroids lies is the dimension in 
which within group dispersion is largest, 

while in the case of the A5 -B5 groups the 

opposite is true. There might be some 



justification, then, for merging A6 and 
B6, but there is probably none for 
merging A5 and B5. 

e. How about A7 and B7? The distance be- 
tween centroids is about twice as large 
for this pair as the A6 and B6, but the 
dispersions are also about twice as large, 
and the A7 -B7 configuration is entirely 
proportional to the A6 -B6 configuration. 
The 900 rotation, reversing the relation- 
ship to the horizontal and vertical dimen- 
sions, of course doesn't alter this. 
Thus the two pairs are equally mergeable. 

f. As for A8 and B8, this pair is about the 
same general configuration, except for 

the 45° difference in angular orienta- 
tion and the greater overlap, as the 
A5 -B5 pair. Actually the A8 -B8 pair 
has the same amount of overlap as A6- 
B6 or A7 -B7, and is equally mergeable. 

To recapitulate our conclusions in regard 
to Figure 1: 

(1) Al -B1, A2 -B2, and A4 -B4 are all 
equally mergeable. 

(2) A6 -B6, A7 -B7, and A8 -B8 are all 
equally mergeable, and each of 
these pairs is far more mergeable 
than A5 -B5. 

(3) A3 and B3 should not be merged. 

If these are the decisions we want our 
hierarchical procedure to result in, what 
kind of formula should be used as the basis 
on which merge decisions are made? Mere 
distance between centroids, merging the 
two groups whose centroids are closest 
together geometrically, won't give the 
desired result. Nor will minimizing any 
kind of variance measure such as the mean 
square distance of points in the new com- 
bined group from the centroid of the new 
group. 

Formula 8 in the Appendix2 gives the geomet- 
ric distance between two centroids, plotted 
in n- dimensional space. This is the 
generalized Pythagorean Theorem. Formula 
9 gives the distance between centroids 
when each dimension is appropriately scaled 
in terms of the standard deviation of the 
distance between centroids along the dimen- 
sion. The formula 9 value (or any mono- 
tonic transformation of it such as its 
square,given by formula 7) will give the 
desired results. Formula 7, therefore, is 
the one we would have liked to use in our 
research on grouping of jobs. Because of 
practical considerations, however, we 
actually had to do this research as a two - 
stage operation, using formula 5, which 
gives the square of the distance between 
centroids, in the preliminary stage and 
formula 7 in the final stage. The prelim- 
inary stage consisted in hierarchical 
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analysis; the final stage consisted in using 
formula 7 to check on the tentative group- 
ings from the hierarchical analysis and3 
making modifications where appropriate. 

Practical considerations, such as limitations 
on computer capacity, precluded use of 
formula 7 in the hierarchical analysis it- 
self, since we wanted to analyze up to 173 
job groups in terms of as many as 64 vari- 
ables. To do this with any kind of reason- 
able efficiency would have required about 
22 times as big a computer as formula 5, 
and about 22 times as big a computer as we 
had available. Although formula 5 was known 
in advance not to be the ideal formula for 
our analysis, it did turn out to be a very 
useful one and to work well. Several other 
formulas (formulas 11 -14) were tried out as 
alternatives to4formula 5. All these alter- 
native formulas represented efforts to 
achieve partially the advantages of formula 
7 over formula 5 without requiring a comput- 
er with any more core capacity than formula 
5 requires. However most of these alterna- 
tive formulas, when applied to our data, 
turned out to give roughly the same results 
as formula 5, and none gave any better 
results.5 In the interests of simplicity, 
therefore, formula 5, which was by far the 
simplest of the formulas tried in the 
hierarchical analysis program, was the one 
used operationally. 

Therefore the input to the2hierarchical 
analysis was a matrix of d values. At each 
stage of the hierarchical analysis the two 
jobs or job groups were combined whose 
centroids were closest together. Formula 6 

was used to compute the square of the dis- 
tance between the new group thus formed and 
each of the other groups. 

2. Kind of scores scales to be used 

Having decided what formulas to use (formu- 
las 5 and 7) to express difference between 
groups, the next question is what kind of 
scores to apply the formula to. In other 
words should we use the initial test scores 
in their raw form? Or should they be con- 
verted to some kind of factor score, or 
discriminant function, or some other kind 
of derived scores? And should the number 
of variables be reduced through some such 
procedure as converting to factor scores and 
then using only the first few factors? It 

was decided that orthogonal scores would be 
quite necessary but that dimension reduction 
would be extremely undesirable. The advan- 
tage of orthogonal variables was that they 
would result in a meaningful d2 matrix un- 
contaminated by the effects of correlation. 

But what kind of orthogonal variables? It 

was decided that our needs in this direction 
would be served best by principal components, 
scaled in the usual way -- with zero means 
and unit standard deviations. The possibil- 
ity of using discriminant functions instead 



of principal components in order to get 
orthogonal variables was given careful 
consideration and rejected. Discriminant 
functions, unlike principal components, are 
normally scaled in such a way that their 
variances are proportional to their overall 
effectiveness in discriminating among groups. 
Principal components with uniform standard 
deviations of 1 obviously lack this feature, 
as far as individuals are concerned. But 
for group centroids this deficiency is self - 
correcting, since the dispersion among 
groups means is of course far greater for 
the principal components that discriminate 
effectively among groups than for those that 
don't. 

3. Should a scale -free method be used? 

All the problems concerning choice of a mea- 
sure of geometric distance and /or dispersion 
suggested an entirely different possibility 
-- the possibility that perhaps we should by- 
pass all these considerations of a strictly 
metric nature by using a method that is both 
simple and computationally invariant under 
monotonic transformation of the data -- 
Johnson's ultrametric maximum method, for 
instance, or his ultrametric minimum method 

(51. After careful consideration it was 
decided that these methods were not suitable 
for the kind of data we had. Let's look at 
some strictly hypothetical data illustrating 
one of the disadvantages. Figure 2 shows an 
example of the ultrametric maximum method 
and Figure 3 the ultrametric minimum method. 
Both are artificial data, but the results 
are bizarre enough to give some idea of 
the sorts of peculiarities that may result 
when useful parametric data are ignored. 
According to the maximum method, the pair of 
groups to be merged is the pair for which the 
maximum distance between a point in one 
group and a point in the other group is 
smallest. This procedure is intended to 
yield maximally compact groups -- but that 
isn't always the actual result. Figure 2a 
presents a 14 -point grouping problem. Three 
of the 14 points of Figure 2a form a very 
compact cluster at the left, while the other 
11 form a somewhat more diffuse cluster at 

the right. Two solutions are presented -- 

one in Figure 2c and the other in Figure 2d. 

Figure 2b shows two intermediate stages of 
grouping which would occur if the d2 criteri- 
on (square of geometric distance) were used. 
(The first of the two would also occur with 
the ultrametric maximum method.) Figure 2c 
shows the final grouping resulting from the 
maximum method. Three of the points that 

seem rightfully to belong in the right -hand 

cluster are joined with the left -hand cluster. 
This strange result seems to be a blatant 
instance of "empire- building" by group J. 

Figure 2d shows the more normal results 
obtained through the use of d2. (Table 1 is 

the distance matrix corresponding to Figure 
2. It shows the distances themselves, not 

their squares, but this makes no difference 
in the results.) 
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The ultrametric minimum method merges those 
two groups closest to each other, when the 
closeness of two groups is defined as the 
distance between the two points that are 

closest to each other. Figure 3 shows a 
dumbbell configuration of points with a 
small hexagonal arrangement near one end of 

the dumbbell. As shown at the bottom of 
Figure 3, when the minimum method is used 
the entire dumbbell turns out to be one 

cluster, even though the two obvious clusters 
of the dumbbell are actually connected by 

only the most tenuous chain of points. If 

any single point on the chain joining the 

two ends of the dumbbell were dropped from 
the configuration the dumbbell would collapse 
into two parts immediately. 

4. When to stop merging 

Getting back to our old- fashioned metric data 
of formulas 5 and 7, how does one decide when 
these values have become too large to warrant 

further combining of groups? For formula 7 

the answer lies in the fact that there is a 
way of interpreting the numerical values in 
geometric terms. This is shown in Figure 4. 
As in Figure 1, the centers of the Figure 4 
circles represent the centroids and the radii 

are assumed to indicate the dispersion. 

Since the circles include almost everyone in 

the group, the last pair corresponds to two 

groups that have almost no overlap. The D2 
is 8 (where D2 is defined by formula 7). The 

first pair, which has very substantial over- 

lap, has a D2 of only .32. It seems undesir- 

able to combine jobs that have a D2 much 
above 1.50,because the people in them are too 
different to be lumped together in one head- 

ing. It was therefore decided to apply this 
rather stringent criterion to our empirical 
data, in determining what career groups to 
merge. There didn't seem to be any compel- 
ling reason for forcing every job to be com- 
bined in a "family" with other jobs if there 
were some that didn't fall into natural 
clusters. 

So much for the methodological decisions on 
grouping. Now let's get to our actual empirical 
study, applying the methods we decided were most 
suitable for the grouping of jobs. 

General procedures in the empirical study 

The grouping study was based on the test scores 
and other data collected on 14123 grade 12 boys 

who responded to the follow -up questionnaire 

sent them five years after high school. To get 

orthogonal variables for the total group, two 

principal components analyses were carried out 
-- one for the cognitive variables and one for 
the noncognitive. As many principal components 

were obtained as there were variables in the 
battery -- 64 for the analysis of cognitive 
variables and 45 for the noncognitive. All of 

these are being used, since there seems to be 

no advantage to dimension reduction in this sit- 

uation and rather substantial disadvantages in 



terms of the potential loss of information that 
could result from reducing 64 or 45 variables to 
a substantially smaller number. Preliminary 
results are presented in this report. 

After the respondents to the follow -up question- 
naire were classified into the a priori catego- 
ries on the basis of their career plans, the 
groups were "purified" by eliminating cases 

where the alleged career plan seemed to have 
little basis in reality. For instance anyone who 
indicated five years after high school that he 
intended to become a physician was excluded 
from the purified group of prospective physi- 
cians if he had not even entered college yet. 
Objective criteria were set up in advance for 
each career category, defining what kinds of 
responses, if any, would result in exclusion 
from the purified group, 

Tentative job families were established on the 
basis of hierarchical analysis of the cognitive 
data and eliminated or modified if the analysis 
of the noncognitive data didn't confirm them. 
(Actually as things turned out, the cognitive 
and noncognitive results agreed very well. 
Hardly any groups had to be eliminated or 
changed on the basis of different findings 
from the two analyses.) 

In establishing tentative groups on the basis 
of results of the hierarchical analyses, some 
liberties had to be taken with the hierarchical 
model, because the data appeared not to cluster 
in groups which fitted this model very closely. 
There appeared to be only a very small number of 
nuclei of clusters and before these nuclei 
acquired a large number of "satellite groups" 
in the hierarchical development they tended to 
coalesce. Thus, depending on where the merging 
process was stopped we were presented with the 
choice of either a small number of clusters, 
most of them including only about three or four 
groups each, supplemented by a very large number 
of separate groups (i.e. single -group "clus- 
ters") or, alternatively, one very large clus- 
ter, which has swallowed up the few smaller 
separate clusters and has also swallowed up most 
of the separated groups. If we were to hold 
strictly to the hierarchical model there didn't 
seem to be any happy medium between these two 
extremes. However study of the hierarchical 
data led to the conclusion that meaningful and 
useful clusters could be established from the 
long chain of careers groups that the hierarchi- 
cal analysis tended after a while to yield, by 
breaking the chain at carefully chosen points to 
split it into several sections. In a few in- 
stances there was some ambiguity as to the 

exact point at which it would be best to break 
the chain, because the career group in the 
vicinity of the proposed split seemed to fit 
equally well on either side. In such cases, 
rather than make an arbitrary decision, the 
career group in question was included in both 
clusters. 

After clusters based on the hierarchical analy- 
sis had been tentatively determined, a final 
check was made on the basis of D2 matrices 

402 

(formula 7 data). Because the values appeared to 
be somewhat unstable for very small groups, the 
D2 matrices were limited to career groups con- 
taining at least 50 cases, supplemented by a 
few small smaller groups that on the basis of 
the hierarchical analysis appeared to cluster 
with them. This resulted in limiting the 
number of groups in the D2 matrix to 93. 

Empirical results 

The modified hierarchical procedure described in 
the previous section, in conjunction with the D2 
matrix procedure (formula 7) reduced the 93 
career plan groups that were included (plus a 
94th group: "undecided ") down to 19 categories 
(plus a 20th for the "undecided" group). The 
categories are summarized in Table 2. Of the 19 

categories, only 11 were clusters containing at 
least four groups. One contained just two 
groups and each of the remaining seven consisted 
of just a single career group that didn't 
cluster with anything else. (Among these seven 
unique and relatively homogeneous groups were 
architect and clergyman.) 

As the opposite side of the same coin we have the 
handful of jobs that seemed to cluster naturally 
with more than one job family. A case in point 
is computer programer, which was the only career 
group falling in three separate job families. 
This unusual multiplicity of categories can 
probably be attributed to the fact that there 
are so many different kinds and levels of 
programers that one might almost say that the 
term "computer programer" doesn't denote any 
one job category. 

Since we started with 173 career groups (in the 

hierarchical analysis) and ended with only 93 
going into the 19 categories, what happened to 

the other 80? The answer is that each of these 
80 groups had fewer than 50 cases, and some had 
fewer than 10. These groups, then, because of 
their small size, probably had rather unstable 
centroids. Consequently it still isn't entirely 
clear whether they are unique, clustering with 
no other group, or whether more data would fix 
their centroids so that it would become apparent 
that they belong in a cluster with other groups. 

Table 3 shows the composition of each of the 

clusters, and Table 4 shows how homogeneous each 
cluster is, by presenting the within -cluster 
range of D2 values, separately for the cognitive 
and noncognitive variables. 

It is interesting to observe that clusters that 
were relatively homogenous in terms of the 
cognitive variables turned out to be fairly 

homogenous on the noncognitive variables too. 
As a further check, it is planned to investigate 
whether the Grade 11 data confirm the clusters 
established on the basis of the Grade 12 data. 

But what significance are we to attribute to the 
fact that there were so many jobs that didn't 
fall in tight clusters and so few that did? 
Probably the basic significance of this outcome 
lies in all that is implied by the apparent 



nonexistence of a clear hierarchical structure 
underlying the career groups. The centroids of 
these career groups are to a great extent scat- 
tered widely in n- dimensional space rather than 
falling neatly in tight little clusters. The 
patterns of aptitudes and abilities that char- 
acterize various jobs are perhaps almost as 
diverse as the corresponding patterns for people. 
Therefore in selecting a career field, there 
should be less need for a square peg -- or even 
a scalene triangular peg -- to force himself in- 
to a round hole than there would otherwise be. 
The full range of jobs should include lots for 
scalene triangles of different shapes and sizes. 
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NOTES 

This research was conducted as a part of Project 

TALENT, a project conducted jointly by the 

American Institutes for Research and the Univer- 

sity of Pittsburgh, pursuant to a grant from the 

U.S. Office of Education, Department of Health, 

Education, and Welfare. The opinions expressed 

herein, however, do not necessarily reflect the 

position or policy of the U.S. Office of Educa- 

tion, and no official endorsement by the U.S. 

Office of Education should be inferred. 

2All formulas in this paper are in the Appendix, 

which also contains a section defining all the 
notation used. 

3The author is indebted to Robert A. Bottenberg 
and Joe H. Ward, Jr., with whom she discussed 
the proposed analyses, for their helpful advice 
concerning hierarchical analysis; to Dr. Botten- 
berg for making available a copy of USAF Per- 
sonnel Laboratory's GROUP 4 hierarchical analy- 
sis program [8,9,10]; and to Bradford W. Wade, 
who wrote a versatile hierarchical program 
(HIER) that used GROUP 4 as a starting point 
but was specifically designed for Project 
TALENT's needs, and who also wrote the series 
of auxiliary programs needed for preparing input 
to the hierarchical analyses and for computing 
the subsequent formula 7 matrices. 

4All of the alternative formulas that were tried 
out are incorporated as options in the HIER 
program referred to in Note 2 above, as are many 
other formulas. 

5 Of the 4 alternative formulas, formula 14 gave 

results closest to formula 5 (and 7). Formula 

13 gave the most dissimilar and least meaningful 

results. It did not work well with these data. 

APPENDIX 
I. NOTATION 

n = no. of variables (= no. of dimensions) 

g no. of groups 

N no. of cases in group j 

N = total no. of cases 

N 
N 

j=1 

(1) 

yijk = 
score of individual k in group j on 

variable i 

i 1,2,3,...n 
j 1,2,3,...g 
k = 



= mean of variable i for group 

N. 

1 yijk 

Nj 

(2) 

= sample standard deviation of variable i 
for group j 

(3) 

= estimate of population standard deviation 
of variable i for group j 

Pijk 

d2 = squared distance between centroids of 

(4) 

special case of yijk, where the variables 

are principal components. 

groups A and B. 

squared distance between centroid of com- 
bined groups A and B, and centroid of any 
other group C. 

D2 = square of distance between centroids of 
groups A and B, where each dimension is 
scaled so that the standard deviation of 
the distance between a point in group A 
and a point in group B is uniform for al] 
dimensions. (This scaling has the effect 
of changing elliptical configurations to 

circular ones.) 

+B = 
mean square distance of points in com- 
bined groups A +B from centroid of com- 
bined group. 

ad = mean square distance between any point in 
AB group A and any other point in group B. 

a2 = within -group variance estimated on the 
wAB basis of groups A and B. 

aA ad DAB #l, and D2#4 are alternative 
AB 
bases for merging groups in the hier- 
archical analysis. (See formulas 11 -14.) 
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II. FORMULAS 

= 
i=1 (5) 

2 

D2-- 

D 

wAB 

a2 = 

1 2 
+ 

iB 

NA + NB 

E 

NA 

(6) 

(7) 

(9) 

(10) 

(11) 

2 2 

1=1 aiA 

(p - 

2 

iB 
2 2 

i=1 + 

n 

NA N siB 
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n 
2 2 d2-- + 

+ siB ) AB 
i=1 

2 1 2 

oA+B NA+ NB 1 (NA + NB -2 ) 

2 

AB 

2a2 

wAB 

NANE 2 + d 

d2-- 
DÁBIl4 

2 2 

(12) 

(13) 

(14) 



Figure 1. The Grouping Problem: What Groups Get Combined? 

Note: 

Center of circle or 
ellipse represents 
centroid of group. 
Circle or ellipse is 
assumed to enclose 95 
percent of the group. 

P2 
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Figure 2. A Pitfall of the Ultrametric Maximum Method of Hierarchical Analysis: 
Empire -Building by Small Clusters at the Expense of Large Clusters 

Figure 2a. A 14 -point grouping problem 

F2 ;C3 D1 

J2 

J3 

G El E2 

All line segments shown on this 
diagram are 2 units long. Except 
for the J and H points, all points 
are uniformly spaced, in a two - 
dimensional reticular pattern. 

Figure 2c. Final grouping that 

would result from 
Ultrametric Maximum 
Method 

Figure 2b. Two intermediate stages in 
hierarchical analysis 

G 

F2 

F 
1 

G 

ID 
1 

E 

H 

E1 

Figure 2d. Final grouping, using d2 
as the criterion 

TABLE 1. Distance Matrix Corresponding to Figure 2 

Cl 
C2 
C3 

D1 

D2 

El 
E2 

F2 

G 

H 

Cl C2 

2.00 

C3 

2.00 
2.00 

D1 

3.46 
2.00 
2.00 

D2 

4.00 
2.00 
3.46 

2.00 

El 

2.00 
2.00 
3.46 

4.00 
3.46 

E2 

3.46 
2.00 
4.00 

3.46 
2.00 

2.00 

Fl 

2.00 

4.00 
3.46 

5.29 
6.00 

3.46 
5.29 

F2 

2.00 

3.46 
2.00 

4.00 

5.29 

4.00 
5.29 

2.00 

G 

2.00 

3.46 
4.00 

5.29 

5.29 

2.00 
4.00 

2.00 

3.46 

H 

3.86 
3.86 
2.00 

2.83 
4.79 

5.46 
5.82 

4.79 
2.83 

5.82 

J1 

6.70 
8.70 
7.89 

9.85 
10.70 

7.89 
9.85 

4.70 

5.96 

5.96 

8.56 
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Figure 3. The Dumbbell Configuration: A Pitfall of the Ultrametric Minimum Method. 

Applying the ultrametric 
minimum method of hier- 
archical analysis to the 

configuration shown at 
the right would result 
in the two clusters 
shown below. Note that 
the two ends of the 

"dumbbell" are in the 
same cluster. 

AVA 

Cluster II 

J t 

Cluster 

Ví 
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Figure 4: Amount of overlap corresponding to various values of D2 

d/aij .8 

D2 .32 

1 

.50 1.00 1.50 

2 

2.00 

3 

4.50 

4 

8.00 

Note: Center of circle represents centroid of group. Radius of circle = 

TABLE 2. Job Families for Males *: Partial list 
(Based on 5 -year follow -up of grade 12 boys) 

A. 

B. 

C. 

D. 

E. 

Airplane pilot 
Business and industry 
Architect 
Engineering and applied physical sciences 
Math and physical science: Quantitatively oriented professions 

No. of 
career 
groups 
included 

1 

19 

1 

12 
5 

No. of 
cases 
included 

99 
2885 

58 
1108 
287 

F. Biological sciences: theoretical and applied 6 154 
G. "People- oriented" professions in the sciences 4 500 
H. Professions in the social sciences 4 763 
I. College professor: English 1 57 
J. Clergyman 1 176 
R. Teaching and other "people- oriented" professions (non -science) 6 734 
L. High school math teacher 1 62 
M. High school science teacher 1 50 
N. High school physical education teacher 1 57 
0. Miscellaneous skilled occupations 7 673 
P. Technician 6 610 
Q. Miscellaneous "blue- collar" jobs 18 1543 
R. Farming 2 372 

S. Protective 4 259 
T. (Undecided) - 803 

11250 
* ** 

*Based on two hierarchical analyses of d2 matrices (combining groups with the smallest d2), with the 
resulting groups modified on the basis of the corresponding matrices of D2 values. One of the d2 
matrices on which a hierarchical analysis was based was in 64 dimensions (principal components of 64 
cognitive variables) and the other was in 45 dimensions (principal components of 45 noncognitive 
variables). 

This table includes all groups having at least 50 cases (in the five -year follow -up of grade 12 boys). 
Some smaller groups are also included which fit into a family defined by the larger groups. 

* *Includes 7 duplications; therefore 93 separate categories. 

** *Includes 756 duplications; therefore 10494 separate cases. 
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TABLE 3. Present 

Job 
Family 

Carear 
Code 

Career No. of 
cases 

A. 841 Airplane pilot 99 

B. 112 
120 
711(2) 
716 
717 
723 

In business. for self (NEC) 
Industry or business (NEC) 
Banking and finance 
CPA 
Accountant, auditor, comptroller (exc. CPA) 
Efficiency expert, industrial engineer, 

production management 

278 
141 
116 
280 

202 

111 
730 Business management, business administration 

(NEC) 511 
731 Manufacturing management 95 
732 Wholesale or retail trade management; 

marketing 195 
746 Insurance salesman 61 
748 Salesmen (NEC) 350 
749 Sales manager 73 
726 Personnel administration 81 
335 Pharmacist 91 
222* Computer programer 121 
642* U.S. Armed Forces: Officer 108 

747 ** Auto salesman 22 

743 ** Stockbroker 23 

745 ** Real estate sales 26 

C. 250 Architect 58 

D. 240 Engineer (NEC) 167 

241 Civil and /or hydraulic engineer 105 
242 Electrical and /or electronic engineer 243 
243 Mechanical or automotive engineer 143 

231* Chemist 81 

642* U.S. Armed Forces: officers 108 

222* Computer programer 121 

244 ** Aeronautical engineer 37 

245 ** Chemical engineer 58 

234 ** Geologist 17 

235 ** Meteorologist 10 

230 ** Scientist (NEC) 18 

E. 211 Mathematician 46 
232 Physicist 64 
231* Chemist 81 
462* College professor: Science 68 

461 ** College professor: Math 28 

Composition of the Job Families 

Job Career Career No. 

Family Code cases 

F. 310 Biologist, zoologist, botanist, etc. 32 
314 Specialist in fish, wildlife, forestry, 

conservation, etc. 49 

313 ** Specialist in agricultural science 35 
316 ** Microbiologist 15 
317 ** Biochemist 9 
322 ** Surgeon 14 

G. 329 Physician (NEC) 229 
332 Dentist 97 

360* Psychologist 106 
462* College professor: Science 68 

H. 360* Psychologist 106 
393 Lawyer 393 
463 College professor: social studies 85 
460 College professor (NEC) 179 

I. 464 College professor:. English 57 

J. 521 Clergyman 176 

K. 400 Teaching (NEC) 423 
420 High School Teacher (NEC) 69 

423 High School Teacher: Social Studies 94 
450 School administration (principal, etc.): 

except college 43 
370 Social work 60 
412 Teaching elementary school 45 

L. 421 High school math teacher 62 

M. 422 High school science teacher 

N. 429 High school physical education teacher 57 

0. 861 Printing trades 106 

758 Computer operator, etc. 78 
798 Miscellaneous administrative 38 

797 Miscellaneous clerical 112 
864 Draftsman 101 
738 Supervisor (in a business) 87 

661* Police (public) 151 

(Continued) 
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TABLE 3 (continued) 

Job 
Family 

Career 
Code 

Career No. of 
cases 

P. 811 Electronic technician 212 
125 Electronics (NEC) 156 
299 Lab technicians, research assts., 

etc. (in physical sciences) 78 
222* Computer programer 121 

347 ** Medical and dental technicians; 
technicians in biol. and 
clinical sciences 16 

348 ** Medical and dental technologists 27 

Q. 102 Foreman (NEC) 49 
810 Electrician (NEC) 168 
812 Appliance repair 55 
820 Mechanic (NEC) 116 
821 Auto mechanic 74 
822 Airplane mechanic 68 
828 Machinist 176 
832 Carpenter 55 
833 Metal trades 92 
834 Bricklayer, mason roofer, printer, 

plasterer, etc. 62 
835 Plumber, pipefitter 72 
837 Misc. building and construction 71 
899 General labor (unspecialized) 277 
853 Auto, bus, and truck drivers 85 

824 ** Industrial machine repair 21 

813 ** Phone installation, repair, 
maintenance 39 

838 ** Mining, quarrying, well -drilling 16 

836 ** Operating earthmoving equipment; 
roadbuilding 47 

R. 631 Farm or ranch owner 128 
639 Farming: other and miscellaneous 244 

S. 661* Police (public) 151 

666 Fireman 41 
640 U.S. Armed Forces 

(rank unspecified) 54 

641 ** U.S. Armed Forces 
enlisted personnel 13 

T. 001 (Undecided) 803 

*Included in more than one group. 

* *Tentatively included in the group, on the basis of 
subjective decision, since the N is too small for 
conclusive empirical data. 



TABLE 4. Range of Inter -career D2 Values within Job Families 

(Based on principal 
variables or 45 

components * 
noncognitive variables.) 

** of 64 cognitive 

Job 
Family 

No. of 
Career 
Groups 

No. of 

within- 
family 

D2 values 

per matrix 

Range of D2 values 
(Formula 7) 

Cognitive Noncognitive 

A 1 

B* 16 120 .29 -1.55 .18 -1.82 Business and 
B ** 19 171 .29 -3.80 .18 -3.05 industry 

C 1 

D* 7 21 .46 -1.33 .40 -1.29 Engineering and 
D ** 12 66 .46 -6.15 .40 -4.06 applied physical science 

E* 4 6 .97 -1.56 .83 -1.31 Math and 
E ** 5 . 10 .97 -2.59 .83 -1.87 physical science 

F* 2 1 1.57 1.27 Biological sciences 
F** 6 15 1.57-6.09 1.27-6.49 

G 4 6 .79 -1.30 .77 -1.69 People- oriented, scientific 
H 4 6 .54 -.96 .63 -.90 Social sciences 
I 1 0 - - -- - - 
J 1 0 - -- - - 
K 6 15 .47 -1.81 .38 -1.32 People- oriented, non -science 
L 1 0 ---- 
M 1 0 N1 0 - - -- - - 

7 21 .62 -1.39 .59 -1.59 Miscellaneous skilled 

P* 4 6 .34 -1.07 .25 -.65 Technician 
P 6 15 .34 -4.32 .25 -2.76 

Q* 14 91 .41 -1.60 .29 -1.41 Miscellaneous 
Q ** 18 153 .41-4.03 .29 -3.06 "blue- collar" jobs 

R 2 1 .45 .20 Farming 

S* 3 3 1.03 -1.37 .84 -1.64 Protective 
S ** 4 6 1.03 -3.90 .84 -3.94 

T 1 0 

*Excluding careers marked with dóuble asterisk (**) in Table 3. 

* *Including careers marked with double asterisk ( * *} in Table 3. 

** *The principal components are based on scores of 14123 grade 12 boys who responded to the 
5 -year follow -up questionnaire. The information about careers was provided in the 
responses to that questionnaire. 

411 



ACE RESEARCH AND THE CONFIDENTIALITY OF DATA' 

R. F. Boruch 

American Council on Education 

The Privacy Issue 

Preserving the confidentiality of data has 
been the subject of much discussion and not a 
little controversy; numerous articles and books 
critical or defensive of current policies - -have 
appeared. Westin's (1967) discussion of a wide 
variety of situations, including wiretaps, com- 
mercial records and psychological tests, is a 
scholarly treatment of privacy jeopardization. 
More recently, the proposal for a National Data 
Bank as described by Dunn (1967) and by Sawyer 
and Schecter, (1968) has led legislators and 
institutional researchers to give serious at- 
tention to the implications of such a project. 

Within the social sciences, major concern 
about the issue has been given formal expression 
at a number of recent professional conferences. 
For example, at the 1968 American Personnel and 
Guidance Association meetings, a symposium, which 
included representatives of the American Council 
on Education, the Educational Testing Service, 
the National Opinion Research Center, and the 
National Merit Scholarship Corporation, addressed 
itself to confidentiality of data, specification 
of respondent rights, and the administrative 
problems in making data available to researchers. 
The American Educational Research Association has 
this year formed a standing committee, which will 
document and evaluate alternative approaches to 
existing problems arising from this issue. The 
American Psychological Association has initiated 
revision of its current professional code of eth- 
ics, based upon questionnaire survey of psychol- 
ogists. The Russell Sage Foundation (New York) 
is devoting perhaps the most concentrated atten- 
tion to the confidentiality question. Results of 
previous examination of issues under Russell Sage 
auspices are given by Reubhausen and Brim (1965); 
Goslin and Bordier are continuing work on educa- 
tional administrative records. 

Two attributes of most of these previous 
discussions are important in longitudinal research 
on higher education. First, many of them concern 
data collection installations which do not func- 
tion as a source of data for evaluation. Records 
are used to create judgments about specific in- 
dividuals. Such records must be highly reliable. 
Because longitudinal research data frequently has 
neither the same function, nor the same require- 
ments for reliability, alternative approaches to 
maintain confidentiality can be developed; the 
import of this distinction will become evident 
when the system description is presented. 

A second qualification to previous discus- 
sions is that most have been confined to justi- 
fication of social science research in which re- 
spondent identification is necessary, and to en- 
dorsement of various ethics codes. Rarely do 
they specify methods for systematically assessing 
data collection with respect to assurance of con- 
fidentiality. Ethical codes are embraced but pro- 
cedures for implementing these codes are rarely 
presented. 

412 

This paper is intended to clarify some of 
these issues and to suggest a useful approach to 
their examination. Using a rather primitive sys- 
tems analysis, I have attempted to outline the 
ACE Cooperative Institutional Research Program 
(CIRP), and the way in which various stages and 
environments in the program can be assessed rela- 
tive to the privacy issue. The function of the 
annual CIRP survey is longitudinal research on 
biographic, attitudinal and achievement attributes 
of college students. 

ACE Policy and Procedures 

Ethical guidelines are useful to the extent 
that they give to the interested participant or 
observer an unambiguous acknowledgement of the re- 
searcher's concern with safeguarding individual 
privacy: public misconceptions can be minimized. 
The delineation of ethics also serves as a useful 
reference system within which a policy may be im- 
plemented administratively. 

In view of these considerations, the American 
Council on Education has formally encouraged the 

members of its research staff to support the code 
of ethics adopted by their respective professional 
organizations. The Council endorses adherence to 

the codes of ethics of, for example, the American 
Psychological Association and the National Educa- 
tion Association. When interpreted literally, 
each professional code includes some brief atten- 
tion to the privileged nature of the respondent's 
relationship to the researcher and the obligation 
of protecting promised confidentiality of that re- 
lation. That such codes warrant improvement is 
apparent from recent professional conferences on 
the topic. 

An explicit statement of policy relevant to 
administrative records developed and based on 
these codes of ethics was recommended'by the Amer- 
ican Council on Education (1967). to colleges and 
universities. In the statement, formation and 
implementation of clear policies for insuring con- 
fidentiality of students' records were recommended. 
Guidelines were presented in order to facilitate 
these recommendations (the use of legal consul- 
tation, the elimination of administrative records 
of political organization membership). Although 
the recommendations refer to administrative rec- 
ords specifically, they are applied by the ACE 
Office of Research to survey research records. 
In addition to these however, ther idealized reg- 
ulations have been developed which evolve from the 
functional differences between administrative and 
survey records. That is, we (a) obtain records 
anonymously when research objectives do not in- 
clude merges of data or follow -up studies (b) dir 

ect efforts toward safeguarding existing individ- 
ual records such that identification by anyone 
(including ACE staff) are minimized or eliminated 
completely. 

To help assure that these policies are im- 
plemented within the Office of Research, research 
activities are monitored by the Council's Board of 



Directors, by the Office of Research Advisory 
Board, and by special advisory committees ap- 
pointed for specific projects. 

Administrative Policy and Procedures 

In order to implement a reasonably good pro- 
tection system, a wide variety of administrative 
devices have been incorporated into our opera- 
tions. Regulations can be examined conveniently 
by using the flow chart given in Figure 1. 

At the institutional level of data flow, the 
respondent group comprises all individuals with- 
in the participating institution who provide in- 
formation about themselves during the question- 
naire survey. Personnel at the institution are 
entirely responsible for administering and col- 
lecting questionnaires; the ACE Office of Re- 
search furnishes guidelines in order to expedite 
the process and detailed information is now being 
made available which describes the nature and 
functions of the Office of Research, research 
programs, etc. 

The questionnaire contains a statement ad- 
dressed to the respondent that briefly describes 
its research function and tells why identifying 
information'is necessary. The respondent is also 
encouraged to cooperate in the research, under 
the acknowledgement of ACE responsibility for 
maintaining the confidentiality of the data. The 
American Council on Education has no authority to 
demand that the student respond to the question- 
naire, although the institutional authority may 
indicate that he should complete it. 

Under the direction of the institutional 
representative, the questionnaires are transmit- 
ted to a commercial service bureau for optical 
scanning and magnetic tape record creation. 
There they are maintained in locked files and de- 
stroyed when processing is completed. The pro- 
duct of the optical scanning operation is a sta- 
tistical file which contains all responses and 
which uses arbitrary identification numbers for 
accounting purposes. 

In a separate operation, identifying infor- 
mation is recorded on punched cards and then 
transferred to magnetic tape. This name- and -ad- 
dress file contains only identifying information 
and an accounting number. If name- and -address 
files and statistical information were matched, 
the total file would comprise an "intelligence 
system," as described by Dunn (1961), for ex- 
ample. However, additional coding at ACE com- 
prises the basis for a double linkage protection 
system which prevents such matching even by the 
Office of Research personnel. 

The double linkage system (currently being 
implemented) is illustrated schematically in 
Figure 2a. Each individual record in a given 
statistical data file is assigned a unique (ar- 
bitrary) accounting number. This series of nu- 
merals corresponds to Set 1 in the diagram. Each 
record in the corresponding name- and -address file 
is assigned another different accounting number 
(see Set 2). A code array (CA) of numbers, which 
match numbers in Set 1 to the corresponding one 
in Set 2 is created. The code linkage is main- 
tained by a private organization under agreement 
to (a) allow no direct access to the code system 
to anyone, including ACE staff, and (b) merge 
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existing accounting numbers with new ones. ACE 
copies of code linkage are destroyed. In order to 
implement follow -up studies (Figure 2b) more re- 
cent statistical data are assigned new accounting 
numbers (See Set 3). A new code linkage (CA') is 

then defined and translated by the service organ- 

ization to the original system. Merges of sta- 
tistical data occur without the problems involved 
in handling statistical and name- and -address files 

jointly. Accidental or deliberate disclosure of 
previously collected individual records is impos- 
sible simply because the linkage code is not in 
ACE possession and ACE personnel have no access to 
them. 

At the ACE level of processing, the name -and- 
address files are maintained at a commercial ser- 
vice organization under the series of administra- 
tive constraints given in the Department of De- 
fense Industrial Security Manual (1966) for "CON- 

FIDENTIAL CLASSIFICATION." They are removed 
briefly from locked storage only for addressing 
follow -up questionnaires. Accounting controls 
include receipt and dispatch records, dates and 
time period of usage, and tape description. These 
administrative devices are maintained to insure 
against unauthorized tape copying. 

The statistical files are not subject to the 
same rigid controls prescribed for name- and -address 
files. These data are so extensive that, even if 
one had full access to the statistical files and 
documentation, it would be virtually impossible to 
match individuals and their responses. Much the 

same is true for institutional identification. 
The statistical data are consolidated and 

then summarized in various printed forms for the 
community of users outside the ACE Office of Re- 
search. Each institutional representative re- 
ceives a statistical summary of responses to all 
questionnaires administered within his institution. 
This Institutional Report contains no information 
on individual respondents. To safeguard insti- 

tutional privacy, ACE refuses to send to an in- 
stitution another institution's report, although 
it does advise those researchers and administra- 
tors who want to compare their reports to contact 
each other directly. A second form of report, 
National Norms for Entering Freshmen (Creager et 
ál., 1968), is a statistical summary of all data 
for a particular year and is provided to each par- 
ticipating institution and made available to the 
general public. It identifies neither individ- 
uals nor institutions. The only condition under 
which ACE statistical and identifying data are 
provided to the institution is met when the ques- 
tionnaire has been administered under circumstances 
in which the student has been clearly informed in 
advance that the data would be returned to his in- 
stitution for use in local research projects. 

Current Problems and Alternative Solutions 

At each level of the information system out- 
lined there are potential difficulties in main- 
taining confidentiality of data. Consider the 
first level illustrated in Figure 1. Since iden- 
tifying information appears on each questionnaire, 
this step represents a reduction in the ACE Office 
of Research control. That is, students or college 
personnel have access to an individual record 
or a group of records. In cases where most ques- 



Lions are innocuous or useless for purposes other 
than research, the threat to the individual is of 
course, negligible. To the extent that college 
personnel and students endorse the principle of 
confidentiality and behave accordingly, the threat 
is not crucial. Thus far, most institutions ac- 
knowledge responsibility to treat document ad- 
ministration and collection confidentially. 

More formal provisions for controlling 
questionnaire administration are possible. Phys- 
ical security can be enhanced if respondents 
placed completed questionnaires in locked addressed 
boxes which would remain unopened until the data 
processing was initiated. Or the collection, and 
transmission of documents might be done under the 
surveillance of local student, faculty, and ad- 
ministrative representatives. More simply, the 
questionnaire could be constructed so that the 
identifying information is detachable from that 
portion of the document on which responses appear, 
and the identification section and completed 
questionnaires collected separately. Arbitrary 
identification numbers imprinted on both documents 
would permit later collation. The procedure, 
though not unwieldy, is expensive (approximately 
one -sixth higher than current processing costs). 
The types of controls mentioned may generally be 
too expensive, complicated, or time- consuming to 
be appropriate in most situations. Perhaps more 
importantly, very elaborate regulations and pro- 
cedures could provoke mistrust or suspicion that 
would interfere with the research or with the 
operations of the institution. That is, if one 
implies that suspicion is warranted, then feelings 
of suspicion may increase or persist unnecessarily. 
So far, informal surveillance by local administra- 
tive personnel seems to be suitable for the gen- 
eral case. 

The ACE policy has been to encourage and 
solicit cooperation by the respondent. The "vol- 
untariness" of the situation is subject to mod- 
ification by each college. There appears to be 
some justification for the college's requiring 
freshmen to complete the questionnaire, in that 
data are frequently collected in order to provide 
aid in planning future admissions policies, re- 
vising curricula, and other administrative de- 
cisions which affect the student. Insofar as the 
student feels that he cannot conscionably respond 
to questions relevant to social science or edu- 
cational research, then conflict will arise. If 
the justification and restrictions on the re- 
search function are made clear to the respondent, 
conflict can be minimized and the student's co- 
operation may be forthcoming. 

Questionnaire Processing Services 

At the second level of the information sys- 
tem, that of the optical scanning of question- 
naires and the production of magnetic tape records 
(name- and -address files and statistical data 
files), data may be misused, inasmuch as complet- 
ed questionnaires usually include respondent iden- 
tification. Irregular data usage at this level 
could take several forms, the most likely being 
reproduction of tapes for commercial exploitation. 

If safeguarding magnetic tape record con- 
fidence is an important objective of the research- 
er, than endorsement of a relevant code of ethics 
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by professionals in the computing disciplines is 
a reasonable expectation for reasons described 
earlier. Although members of the Association for 
Computing Machinery have discussed guidelines for 
professional conduct in data processing --some of 
them relevant to confidentiality -- actual results 
are disappointing. While some members of this 
community recognize that an explicit code is de- 
sirable, other members appear to lack interest, 
and this indifference is one of the reasons that 
no code has been adopted. When translatable into 
procedures for safeguarding privacy of records, 
such a code can be included into contracts and so 
strengthen the efficacy of a desirable policy. 
There are some pitfalls in applying legal princi- 
ples to technological environments (Banshaf, 1968), 

but legal applications appear to be a rather basic 
need if the matter of privacy is considered ser- 
iously. 

Physical security in the data -processing en- 
vironments could involve some sort of automated 
protection for tape or disc files. However, com- 
puter manufacturers acknowledge that little ef- 
fort has been made toward developing devices 
which have data protection functions. There ap- 
pear to be three major reasons for this lack of 
attention (Fanwick, 1967). First, competition 
among manufacturers is such that the development 
of such devices is not considered crucial unless 
there is a substantial demand for them. The de- 

mand is low, probably because of the social sci- 
entist's naivete regarding use of computing devices 
on the privacy context. Second, difficulties of 
undermining current administrative procedures and 
mechanical devices are sufficient to impede or 
discourage most attempts to misuse the data. 
Moreover, the costs required in development of 
new hardware -software devices may not result in 

systems which provide more protedtion than do 
current systems (Weismann, 1967). Third, it can 
be argued that in the data -processing environ- 
ment, records are not available to persons with- 
out special skills and that this population of 
persons competent enough to misuse the data pur- 
posely is too small to justify anxiety. 

The limited size and nature of the relevant 
community of potential violators is an important 
factor, since it means that adherence to exist- 
ing, commonly used guidelines, can be monitored 
and controlled well. Further, by including li- 
ability and negligence clauses into contracts 
with individuals or organizations, effective in- 
centives for continued attention to the privacy 
issue can be provided (Bigelow, 1969). 

Office of Research Operations 

At the ACE level of.the information system, 
statistical information is analyzed and results 
disseminated to the public. In addition, follow - 
up studies are conducted, which require the use 
of name -and- address files. In addition to those 
mentioned above, various other safeguards for in- 
suring confidentiality may be considered. The 
first depends largely on administrative regula- 
tion rather than on mechanical or automated pro- 
cedures. An alternative device relates to com- 
puting and data processing methods. Yet another 
procedure involves capitalizing on the statisti- 
cal nature of data analysis. 



Consider, first, some of the problems that 

may be inherent in current administration proced- 

ures. It may be unwise to invest complete admin- 

istrative control in a single individual. His 

personal attributes become too important and his 

absence, regardless of his character, may cause 

unnecessary inconvenience in operating the system. 

A "neutral" organization including members of re- 
spondent groups and of the interested profession- 

al community, might function as a surveillance or 

key control unit, in combination with the Direc- 

tor of Research. A second plausible alternative 

is to extend direct responsibility to other pro- 

fessional staff members of the Office of Research. 
The first possibility entails considerable 

effort, as well as the cooperation of persons out- 
side the ACE organization and so is not possible 

at present. Both alternatives have the disadvan- 

tage of being more bureaucratically complex and 

time -consuming than the current method. 
The second device might involve an in -house 

computer system which permits merges of data while 

completely denying any individual direct access 

to internal name -and- address files and assigned 

accounting numbers. A model operation would in- 
clude controls to eliminate direct handling of 

existing name- and -address files. Matching may be 

conducted independent of existing or newly ob- 

tained statistical files. The merge operations 
which combine new and existing statistical data 
are based on the accounting system associated with 

the existing name - and -address files. If such a 

system indeed prevents complete access during op- 

erations, its importance cannot be underestimated. 

By making direct linkage of name- and -address in- 

formation and statistical data impossible, no 

attempt (legal or otherwise) could possibly threat- 

en the confidentiality of the records and thus the 

privacy of a single person would no longer be an 

issue. However, a hardware -software system of 

this type is not currently available, although 

some systems can be developed to partially meet 

requirements. Relative to current administrative 
and mechanical devices, systems which completely 

eliminate accessibility would be considerably more 

expensive. 
Consider now the third alternative, that 

which involves the form of the statistical data on 

which analyses are based. Typically, the re- 

searcher attempts to maintain an isomorphic rela- 

tion between a person's responses on a question- 

naire and records of these responses transformed 
to magnetic tape form. Now, .the possibility of 
data use or misuse is, of course, weakened when 

data are not reliable for any specific individual 

record. Frequently, the researcher can afford to 
undermine deliberately the integrity of a single 

record but preserve the integrity of the whole, 
at least with respect to statistical parameters. 
He can do so by innoculating statistical data 
files with randomized error whose properties are 

known. A large body of literature deals with the 
problem of adjusting statistical estimates of pop- 

ulation parameters, when the observations are sub- 
ject to known measurement error. The innoculation 
accomplishes a number of important objectives. 

First, in the context of public interest in survey 

research, confusion between administrative records, 

eavesdropping devices, intelligence systems etc., 

may be minimized. The controlled unreliability of 
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any individual record is a notion that can be com- 

municated to the public. Second, the likelihood 

that records will be used in formation of judg- 

ments about specific individuals is reduced sub- 

stantially. One cannot obtain unambiguous in- 

formation about a specific person, even if iden- 

tification is, infect, accomplished. 

The procedure is inappropriate, of course, 

for detailed administrative records, but in the 

survey environment we are not so restricted. For 

many survey researchers within specific substan- 
tive areas (education, psychology, sociology) 

basic techniques (e.g., regression analysis, dis- 

criminant functions) for examining the structure 

of data can be augmented by including information 
available on measurement error parameters. Stan- 

dard computer programs can be altered rather eas- 

ily to adjust parameter estimates. Although non- 

parametric approaches which include misclassific- 
ation probabilities not too well articulated, the 

current work on the topic ought to allow survey 

researchers some further latitude (e.g., Assakul 

and Procter, 1965). 

Observations on the Legal Environment 

Conceivably, public or private investigatory 
agencies may have an interest in an individual's 
responses to an ACE Office of Research questionnaire. 
Frequently, this information is already public. 
The researcher in possession of identical informa- 
tion is not confronted with a problem; the investi- 
gatory agency can obtain the data more efficently 
and easily from the public sources. The ACE Office 
of Research usually asks rather general information 
of the student, a strategy which not only protects 
against outside interference but also minimizes 
the intrusiveness of the questions. When solicited 
information is nonspecific, the risk of possible 
harassment to respondent and researcher is mini- 
mized but not eliminated. 

Although the possibility that specific records 
survey data will be subpoenaed is a frequently 
mentioned bugaboo, the likelihood of this event 
actually happening is rarely assessed. individuals 
who perceive such a threat frequently do so on 
emotional grounds rather than through systematic 
examination of the particular survey circumstance. 
It should be pointed out that (so far) in no in- 
stance has a subpoena of behavioral research survey 
data been effected. This lack of legal precedent 
can be interpreted in several ways. First, indi- 
vidual records directly relevant to investigatory 
objectives can usually be obtained easily through 
other agencies. Thus, an investigatory group has 
no need to solicit information which is of dubious 
relevance to its interests and which involves direct 
interference in social science research. The orig- 
inal survey questionnaires contain no signatures, 
and records of such documents are subject to well 
known psychometric limitations (i.e., unreliability 
of responses, and inaccuracy of data processing and 
of information transmission). In short, the survey 
research record is unlikely to have any value for 

use in litigation against a specific respondent. 
The sociolegal aspects of the confidentiality 

issue are interesting and frequently paradoxical. 
Indeed, only recently has the research participant's 
right to privacy of personality been acknowledged 
by judicial and legislative action (see Reubhausen 



and Brim, 1965). For the researcher, the so- called 
privileged communication laws for psychologist - 
client relations appear to be relevant, but these 
regulations are statutory (extant in only 18states) 
and have been applied in rather limited situations. 

Even though legislative or judicial inquiry 
into individual recordsia unlikely and even though 
strategies are employed to minimize private or 
public interest in such inquiry, the need for a 

legal definition of rights and obligations remains. 
Reubhausen and Brim, in a detailed examination of 
these questions, have offered suggestions for 
their resolution: One is that privileged status 
be extended to information acquired by the social 
scientist, another, that civil or criminal remedies 
for breach of the right of privacy be provided. 
Unfortunately, none of these suggestions are 
likely to receive immediate attention, evaluation, 
and action by the courts or legislative agencies. 
For the time being, heavy reliance must be placed 
on ethical codes, and on administrative procedures 
for their implementation within the particular 
survey condition. To these ends, the social scien- 
tist must devote serious effort to evaluating and 
implementing alternative strategies at each level 
of the information system. 
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THE IMPACT OF MILITARY SERVICE ON THE SUBSEQUENT CIVILIAN ATTAINMENT OF 
POST WORLD WAR II AMERICAN VETERANS* 

William M. Mason, Graduate School of Business, University of Chicago 

I have these findings to report about the 
effects of military service. The data are for 
men who served in the United States armed 
forces after World War II, but before the Viet 
Nam War. 

First, and in general, military service makes a 
small contribution to veterans' social standing 

Second, this contribution appears to be great- 
est in providing or stimulating additional 
years of formal schooling. 

Third, military service contributes to further 
attainment through military occupation, and 
through sheer length of service. That is, the 
higher the military occupation, the more addi- 
tional school obtained. And, the longer a man 
serves, the more additional school he gets. 

Fourth, the higher a man's military occupation, 
then the higher his civilian occupation as a 
veteran. However, length of military service 
is unrelated to civilian occupational status. 

Fifth, neither military occupation nor length 
of service has anything to contribute to the 
income of veterans. 

Sixth, I have found scant evidence to support 
the contention that the military has its great- 
est effects in raising the post -service social 
standing of veterans from poor backgrounds. 

Data 

The data used in this study are from the sample 
used in the May, 1964 Current Population Survey, 
and include all males then between the ages of 
18 and 34. This means that the sample includes 
veterans who served after World War II and be- 
fore Viet Nam. Furthermore, these veterans 
would have to be described as noncareer men, 
since the overwhelming majority of them served 
no more than four years. 

For the purposes of analysis of the impact of 
service experiences, it is probably important 
that most of these veterans served in the peace- 
time military. If most had served during the 
Korean War, or during World War II, then an 
additional 10 per cent or so of them would have 
been in combat occupations, and this concentra- 
tion in fighting specialties would have reduced 
the usefulness of the sample for studying cross- 
overs between the civilian and military sectors. 
That is the chief advantage of a primarily 
peace -time sample --it maximizes the percentage 
of individuals in occupations which are not 
purely military. Furthermore, it is almost 
always with reference to a peace -time military 
force that policy discussions are carried on 
concerning the viability of the draft, oppor- 
tunities for a second chance, and so on. 
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The conclusions I have already presented to you 
are based on a subsample of the veterans, who 
were 21 years of age or older at the time of 
the survey, who were also full -time employed 
members of the civilian labor force, and for 
whom relatively complete additional information 
was also available. 

Method 

To describe the effects of military service on 
veterans' social standing, multiple regressions 
were used with the subsample of veterans as the 
data set. These equations are identical in 
conception to those used by Blau and Duncan in 
their American Occupational Structure. That is, 

the equations taken together comprise a re- 
cursive system, in which the endogenous vari- 
ables are identified as such by their 
choronological ordering. The present work may 
be thought of as adding an intervening step in 
the Blau and Duncan model of the process of 
social attainment. For present purposes, how- 
ever, I am reporting the findings of only the 
last equations in the model, since the earlier 
equations do not bear on the effects of mili- 
tary service. 

The variables for which the effects of military 
service were ascertained are: first, education 
during or after service. The data do not per- 
mit distinction between men who continued 
their education during service, and those men 
who continued their schooling only after ser- 
vice. The second variable for which the 
effects of military service were ascertained is 

occupational status - -as measured by the Duncan 
occupational SES index. This variable is 

treated as endogenous with respect to educaticn- 
regardless of whether the education was gained 
before, during, or after service. The third 
variable for which the effects of service were 
ascertained is occupational income. Finally, 

an alternative representation of income was 
also taken as endogenous -- although, not with 
respect to occupational income. This variable 
is total income expected for the year, and 
differs from occupational income in that it 
includes other sources of income than the job 
held by the respondent at the time of the in- 
terview. Both of the income variables are 
taken to be endogenous with regard to educa- 
tional attainment and occupational status. 

Thus, the conclusions reported in this paper 
are based on four multiple regression equations. 
With respect to all that goes on in his life 
before a man is inducted into the armed forces, 
each of the equations contains the same re- 
gressors. The recursiveness comes simply from 
adding education during or after service into 

the equation for estimating occupational status 
after service, and then adding both of these 
variables into the equations for estimating 



occupational and total expected income. 

The equations provide estimates of the effects 

of military service having also taken into ac- 

count the effects of (1) father's occupation, 

(2) father's education, (3) the region the vet- 

eran grew up in, (4) the kind of place the 
veteran grew up in- -for example, whether a large 

city, medium -size city, etc., (5) race -- whether 
the respondent is white or Negro, (6) years of 

school completed before entering military ser- 
vice, (7) age, (8) score on the Armed Forces 

Qualification Test (AFQT), (9) whether the vet- 

eran had a full -time job before entering mili- 

tary service, and (10) the length of time since 

the veteran left military service. 

This is a reasonably complete catalogue of vari- 

ables the omission of which might bias the co- 

efficients estimating the effects of military 

service. 

The variables used to indicate the effects of 

service are (1) the length of time the man 

spent in service, and (2) the socioeconomic 

standing of his primary military occupation. 
The index of socioeconomic standing of military 
occupations is a scale which attempts to cap- 

ture characteristics of military occupations. 
These characteristics are: the level of educa- 
tion found for men in a given military occupa- 
tion, the paygrades of men in a given military 
occupation, the length of service school train- 
ing for men in a given military occupation, the 
AFQT scores of men in a given military occupa- 
tion, and the kinds of jobs held before service 
for men in a given military occupation. The 
reasoning used to construct the military occu- 
pational SES index is similar to the reasoning 
behind the Duncan occupational SES index for 
civilian occupations. 

Note that my use of the military occupational 
SES index in the present context is to be dis- 
tinguished from the analyses of other students 
of the military who create various scales of 
transferability between military and civilian 
occupations. The present index is not de- 
signed to measure equivalences between the 
civilian and military sectors, but simply to 
gauge the extent of knowledge, mental skills, 
rewards, and so on, which the military appears 
to require for each of its occupations. 

The hypotheses associated with these variables 
are first, if military service helps to raise 
these noncareer military veterans' social 
standing, then it is reasonable to hypothesize 
that longer service leads to a greater increase 
in veterans' social standing. Furthermore, if 

men gain skills in their primary military occu- 
pations which are useful in civilian life, then 
insofar as these skills are associated with the 
standing of their military occupations, it 
follows that the higher their military occupa- 
tions, the higher their civilian standing as 
veterans. 
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Findings 

Table 1 and Figures 1 and 2 present the evidence 
concerning the effects of length of service and 
military occupational SES on subsequent veter- 
ans' attainment. 

Table 1 presents a decomposition of the multiple 
correlation for each of the four equations es- 
timated. This decomposition is, of course, one 
of many possible. The results, however, are so 
clear that it hardly matters which decomposition 
of the explained variance one uses. 

Table 1 shows that length of service and mili- 
tary occupational SES are but minor contribu- 
tors in estimating additional years of school 
gained during or after service. Together, they 
account for only 16 per cent of the explained 
variance. By contrast, education before ser- 
vice, and the AFQT test --which may be treated 
as an estimate of quality of education, account 
for nearly half the explained variance. 

The second equation estimates veterans' occupa- 
tional status. This time, military service 
accounts for only per cent of the variance. 
By contrast, education, and AFQT score account 
for over half of the explained variance. Note, 
however, that schooling obtained during or 

after service is also a sizable contributor to 
occupational SES. Hence, military service 
makes an indirect, as well as a direct, contri- 
bution to veterans' occupational standing. 

Finally, as Table 1 indicates, the military ser- 
vice variables used here make no direct contri- 
bution to income. 

Figures 1 and 2 present this information in a 
different way. They are path diagrams in which 
the effects of variables preceding military ser- 
vice for simplicity have not been explicitly 
included. But, the path coefficients- -that is, 
the standardized multiple regression coeffi- 
cients, are in fact computed net of the back- 
ground variables. Figure 2 differs from Figure 
1 only in choice of the income measure as the 

last endogenous variable. A comparison of the 
two figures indicates that the indirect effects 
of military service are smaller for expected 
yearly income than they are for occupational 
income. This results from the weaker associa- 
tion between education gained during or after 
service and expected income. 

In sum, as measured here, military service 
affects years of school attained after entering 
service, and it affects veterans' occupational 
SES. Its effects on income are entirely indi- 

rect. Those who would argue for the military's 
salutory effects on the occupations and income 
of its veterans will not find overwhelming sup- 
port of their hypothesis in this data. It may 
be that military experiences do indeed lead to 
higher social positions for veterans, but to 

the extent that this is so, it occurs because of 
increased education, more than anything else. 



The argument may be modified to say that the 
military contributes more to the social stand- 
ing of those who start out their lives in a low 
position. This has been one of the positions 
taken by various government officials in the 
recent past. The 1964 veterans data were ex- 
amined to find support or denial of this hy- 
pothesis. In the regression framework, the 
argument can be tested through the use of an 
interaction model. This interaction model is 
a simple operationalization of the hypothesis 
that men of low social origins get more of a 
boost from the military than do others. 

The computational process is to define a subset 
of veterans who were of low social origins, 
and then proceed to determine whether this ad- 
ditional knowledge is useful. More precisely, 
I defined a dummy variable which takes the val- 
ue one if the veteran was below the mean on 
all salient background variables, as well as 
below the mean in achievement before service, 
and on the Armed Forces Qualification Test. 
The variable takes the value zero otherwise. 
This dummy variable was then allowed to inter- 
act with the military variables. 

A final variable taken into consideration for 
this part of the analysis is the product of 
military occupational status with a dummy var- 
iable which distinguishes between men who had 
a job before service, and those who did not. 
There are competing hypotheses about the direc- 
tionality of the coefficient associated with 
this variable; but for present purposes it mat- 
ters only that inclusion of this variable al- 
lows for a more rigorous specification of the 
model. 

Table 2 presents squared multiple correlations 
for the equations without the interaction 
terms,for the corresponding equations with the 
interactions, and presents the F- ratios asso- 
ciated with the increments in the sums of 
squares accounted for. The F- ratios under 
these circumstances have the status of a bench 
mark, a handy reference point, since the sample 
and data only begin to approximate the condi- 
tions needed for use of the F- distribution. 
The results are clear: including the inter- 
action terms in the equations has essentially 
no effect on the sums of squares explained. 
As shown earlier, military service has its 
greatest effect on gaining additional years of 
school. The interactions add nothing to the 
explanation of this variable. And, although 
the F -ratio for the increment in the explained 
variance for occupational SES gets its nose 
above water, it does no more than that. In 
sum, the data and method used here do not sup- 
port the hypothesis that, to reverse a well - 
known phrase, the "poor get more out of ser- 
vice than those of higher social origins. 

I would like to stress that the data I have 
been working with do not include many of the 
men falling in the lowest mental groups, as 
defined on the distribution of the AFQT scores. 
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The armed forces, and primarily the Army, are 
currently carrying out a program to induct and 
train men who in the past would have been re- 
jected by the services because of their low 
AFQT scores. This program, called PROJECT 
100,000 may yet prove more successful than any 
extrapolation from the finding reported here 
might indicate. Furthermore, it must be pointed 
out that men likely to fall under the aegis of 
PROJECT 100,000 are only marginally in the 
labor force. A major contribution for the 
services for these men might be simply to en- 
able them to find and keep jobs, low status 
though these jobs might be. I have been unable 
to test this potential effect of military ser- 
vice with the present data because of insuffi- 
cient observations. 

Other Points 

I would like to turn now to a brief considera- 
tion of additional information, pertaining to 
the armed forces and education. One interest- 
ing question is, when does a serviceman go back 
to school, if he does at all? And, given that 
he goes back to school, at what point in the 
education distribution is he likely to be, lo- 
cated? Without attempting anything like a com- 
prehensive answer to these questions, Table 3 
presents the distributions for education before 
service, and current total education, for en- 
listed men who were in the armed forces in 1964, 
at the same time that the veteran and nonveteran 
data were collected. The table shows that 21 

per cent of the men in one distribution would 
have to be redistributed in order to make the 
two distributions identical. Very clearly, 
much of the effect of service on education 
takes place within service, and not afterwards. 

A second point to be gleaned from this table is 
that the principal impact of the services on 
educational attainment is in helping men to 
complete high school. 

Finally, I have carried out a simple comparison 
between veterans and nonveterans. This com- 
parison is done by means of indirect standardi- 
zation, which requires no scaling or other as- 
sumptions about the variables or relationships. 
What I have done is to compare veterans and 
nonveterans by their occupational distributions. 
For the veterans, I have defined four groups, 
as determined by the cross -classification of 
whether a man completed his education before 
service or not, and whether the man entered the 
labor force before service or not. 

Table 4 presents the occupation distributions 
for each of these groups of veterans, as well 
as all groups aggregated, and for nonveterans. 
The table indicates considerable differences in 
occupation distributions for the groups: vet- 
erans who went back to school are more likely 
to be white collar than nonveterans, or veter- 
ans who did not go back to school. In partic- 
ular, about 36 per cent of nonveterans are 
white collar workers, as compared with about 



35 per cent white collar for veterans who did 

not go back to school during or after service, 

and as compared with about 58 per cent white 

collar for veterans who did go back to school 

during or after service. 

Using the combined veterans and nonveterans 

sample as the population base, the occupation 

distributions were indirectly standardized for 

age and education. The results, which are pre- 
sented in Table 5, indicate that age and educa- 

tion account for much of the differences 
observed in the unstandardized distributions. 

As a result of the age and education standardi- 

zation, per cent white collar for of the 

veterans groups and nonveterans range within 5 

per cent of each other. Taking entire distribu- 

tions into account, rather than simply per cent 

white collar, provides the same finding. Table 

6 presents indices of dissimilarity between the 

various distributions. Unstandardized, these 

indices are rather large; standardized, they 

drop considerably, particularly when comparing 

nonveterans with the veterans groups. 

The standardizations indicate, then, that much 

of the differences in occupational attainment 

between veterans and nonveterans can be ex- 
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plained by age and education. And this is 
wholly consistent with the findings I started 
out with -- military service appears to make its 
greatest contribution via additional years of 
school. 

I should like to indicate my awareness that 
this simple comparison of veterans and nonvet- 
erans hardly exhausts the subject. I expect 
in the near future to carry out more detailed 
comparisons of veterans and nonveterans. 

These results are of interest because they help 
to delineate the way in which a major institu- 
tion of this country intervenes in the life 
cycle. The results also bear on policy discus- 
sions which require information about the con- 
sequences of service. They may also be taken 
as the preliminary skirmishes for a human cap- 
ital analysis of the net value of military 
service for the men who serve. 

This research was supported in part by a 
grant from the Inter - University Seminar on 
Armed Forces and Society. 



TABLE 1 

Percentage of Explained Variance Due to Some Aspects of Military Service, and Certain 
Other Variables, in Regression Equations Estimating Selected 

Characteristics of Veterans' Social Positionsa 

Dependent Variable 
Independent Variable 

Additional Years 
of School During 
or After Service 

Log Current 
Occupational 

SES 

Log Current 
Occupational 

Income 

Log Expected 
Total Yearly 

Income 

Years of school completed before 
entering service, and Armed Forces 
Qualification Test score 53% 21% 13% 

Socioeconomic status of military 
occupational specialty 4 1 

Length of active duty military 
service 12 

Additional years of school during or 
after service ... 17 7 1 

Log of socioeconomic status of 
current occupation ... ... 23 25 

All other variables in equationb 26 49 60 

Totals 100% 100% 100% 100% 

abata source is a veterans'subsample (N = 1450) of a 1964 Current Population Survey of civilian men between 
the ages of 18 and 34. 

bincludes the socioeconomic status of father's occupation, father's education, region the veteran grew up 
in, kind of place the veteran grew up in, race, whether the veteran had a full -time job before entering military 
service, the length of time since the veteran left military service. 

°Decomposition of explained variance computed according to the identity: 
100 

bi 

R2 



TABLE 2 

Squared Multiple Correlations, for Regression Equations Estimating Veterans 
Social Standing, with and Without Variables Distinguishing Veterans 

with Low Background Standing from Other Veteransa 

Dependent Variable 
R2 without R2 with F for increment 
Interactions Interactions in R2 

Additional years of school 
after service 

Log of socioeconomic status of 
current occupation 

Log of current occupational 
income 

Log of expected total yearly 
income 

0.165 0.168 1.3 

.295 .302 3.6c 

.244 .245 0.4 

.216 .218 0.9 

aFor description of variables in equations without interaction terms, 
see Table 1. 

bAdditional variables included in these equations are as follows: 
z 
1 

= 1, if veteran's father went no further than 8th grade, if veteran's 

father's occupational SES was no higher than 25, if veteran had no more than 
3 years of high school before service, and if veteran's AFQT score was no 
higher than 50; z1 = 0 otherwise. 

z2 = product of z 
1 
with log military occupational SES. 

z3 = product of z1 with duration of active military service. 

24 = product of log military occupational SES with a binary variable which takes 

the value 1 if veteran had a full -time job before entering service, and 
takes the value 0 otherwise. 

2.4 for (4,1000) degrees of freedom. 
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TABLE 3 

Percentage Distributions of Years of School Attained Before Entering Military Service, 
and Total Years of School Attained, for a Sample of the Enlisted Ranks of 

the Armed Forces in 1964a 

Education 

Years of School Completedb 

Level 
Before Service Total 

Less than eighth grade 2.3 0.8 

Eighth grade 6.0 2.9 

Ninth to eleventh grade 33.2 16.4 

High school graduate 44.3 57.8 

One or two years of college 9.3 15.5 

Two or more years of'college, 
but less than a college B A 3.9 5.2 

College B A 0.9 1.1 

Study beyond the college B.A. 0.2 0.3 

Total of percentage distribution . . . . 100.1 100.0 

aData for this table are from a 1964 Deyartment of Defense survey of 
all branches of the military for all ranks up to -6. This table is based on a 
subsample (N = 48,123) of the total sample. 

of dissimilarity between the two distributions is 21. The 
index of dissimilarity is the minimum percentage of either distribution which would 

. have to be redistributed so that both distributions were identical. 
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TABLE 4 

Percentage Distribution Over Current Full -Time Occupation; 
For Non - Veterans, AU Veterans,'and Four Sub- Groups of 

Veterans; All Men Aged 18 -34, and Sampled in Autumn 1964a 

Occupation 
Group 

Group 

Non- 
Veterans Veterans 

Veterans 
Group I 

Veterans- 
Group 

Veterans - 
Group III 

Veterans- 
Group IV 

Professional, 
technical, and 
kindred workers 

Farmers and farm 
managers 

Managers, officials 
and proprietors, 
except farm 

Clerical and 
kindred workers.... 

Sales workers 

Craftsmen, fore- 
men, and kindred 
workers 

Operatives and 
kindred workers 

Service workers, 
except private 
household 

Farm laborers and 
foremen 

Laborers, except 
farm and mine 

13.7% 

2.0 

6.2 

7.6 

6.3 

16.2 

26.1 

7.5 

4.0 

10.3 

1.2 

11.0 

8.4 

6.6 

22.4 

24.6 

5.8 

1.1 

4.5 

9.8% 

1.9 

9.8 

7.8 

4.9 

26.5 

28.3 

5.2 

1.4 

4.4 

23.0% 

13.2 

9.0 

8.6 

20.0 

17.4 

4.6 

0.2 

3.9 

8.3% 

1.4 

8.8 

7.4 

22.1 

27.1 

7.9 

1.5 

5.1 

31.7% 

13.3 

8.8 

8.3 

13.3 

16.3 

3.7 

Total percentages 
and case bases 

99.9% 
(3970) 

100.1% 

(2651) 

ioo.o% 
(1127) 

99.9% 
(ho9) (74o) 

99.9% 
(375) 

aSource for this table is the CPS survey conducted in November 1964 for the 

Department of Defense Study of the Draft. 

for those men who reported that they were employed full time. The 

"All Veterans" is decomposed into four sub -groups defined as follows: Group I consists 
of men whose first full -time job came before service, and who completed their education 
before entering service. Group II consists of men whose first full -time job came before 
service, and who completed their education during or after military service. Group III 

consists of men whose first full -time job came after service, and who completed their 
education before entering service. Group IV consists of men whose first full -time job 
came after service, and who completed their education during or after military service. 

observations fell into cell. 
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TABLE 5 

Percentage Distribution over Current Full -Time 
Occupation, for Non -Veterans, All Veterans, and 
Four Sub -Groups of Veterans. All Men Aged 18 -34 
and Sampled in Autumn 1964 -- Standardized for Age 
and Education, Using the Entire Veterans 

and Non -Veterans Sample as the Basea 

Occupation 
Group Non- 

Veterans 

All 

Veterans 

Professional, 
technical, and 
kindred workers 

Farmers and farm 
managers 

Managers, officials 
and proprietors, 
except farm 

Clerical and 
kindred workers.... 

Sales workers 

Craftsmen, fore- 
men, and kindred 
workers 

Operatives and 
kindred workers.... 

Service workers, 
except private 
household 

Farm laborers and 
foremen 

Laborers, except 
farm and mine 

Total percentagesb 

Veterans- 
Group I 

Group 

Veterans- 
Group II 

Veterans - 
Group III 

Veterans- 
Group IV 

14.9% 12.7% 14.8% 12.7% 8.5% 14.8 

2.2 1.0 1.3 0.2 1.2 o.4 

7.9 8.4 8.5 7.6 8.8 8.3 

7.7 8.2 8.4 7.3 8.7 ` 7.4 

6.3 6.7 6.4 6.5 7.7 6.3 

17.7 20.3 21.6 21.1 19.5 17.3 

24.6 27.0 26.2 27.0 27.6 27.9 

6.9 6.8 5.7 6.5 8.6 6.8 

3.3 2.1 1.7 2.3 2.4 2.0 

8.7 7.o 5.5 8.7 7.o 8.8 

100.2 100.2 100.1 99.9 100.0 100.0 

aThe technique of standardization used is that of "indirect standardization." 
The standardizing variables are (grouped: 18 -21, 22 -25, 26 -29, 30 -34) and total 
education (grouped: eight grade or less, some high school, high school diploma, some 
college, and college B.A. or more schooling). The standard population used in the 
analysis is the combined veteran and non -veteran sample appearing in Table I. For a 
discussion of standardization techniques, see Evelyn M. Kitagawa, "Standardized 
Comparisons in Population Research," Demography, Vol. 1, No. 1, (1964), pp. 296 -315, 
esp. 312 ff. 

bCase bases for this table are necessarily identical to those for Table I. 
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'TABLE 6 

Indicies of Dissimilarity between Distributions Listed in Tables and 

Variable 
Non- 

Veterans 

All 
Veterans 

Veterans 
Group I 

Veterans 
Group II 

Veterans 
Group III 

Veterans 
Group IV 

Nonveterans 4.7 12.9 16.2 23.8 13.7 28.3 

veterans 6.4 8.9 13.4 7.0 21.7 

Group I veterans 6.9 21.5 7.6 29.8 

Group II veterans 6.2 2.9 5.6 19.7 18.9 8.8 

Group III veterans 9.9 4.9 8.4 7.6 4_5 27.3 

Group IV veterans 3.9 4.9 6.5 4.3 8.4 25.3 

aEntries above the diagonal are for unstandardized 

distributions. Entries below the diagonal are for standardized 

distributions. Entries on the main diagonal are for the same variable 
in its standardized and unstandardized forms. 
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Identification of Variables 

X1 = length of active duty military service 

X2 = socioeconomic status of primary military occupation 

X3 = additional years of school during or after service 

X4 = log of socioeconomic status of current occupation 

Y = log of occupational income 

u3 = disturbance term in estimating X3 

u4 = disturbance term in estimating X4 

uy = disturbance term in estimating Y 

Fig. 1. - -Path diagram illustrating effects of military service on veterans' 
subsequent social standing using occupational income; extracted from equations 
indicated in Table 1. 
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Identification of Variables 

X1 = length of active duty military service 

= socioeconomic status of primary military occupation 

X3 additional years of school during or after service 

X - log of socioeconomic status of current occupation 

Z = log of total expected yearly income 

u3 disturbance term in estimating X3 

u4 = disturbance term in estimating X4 

disturbance term in estimating Z 

Fig. 2. - -Path diagram illustrating effects of military service on 
veterans' subsequent social standing using total expected yearly income; 
extracted from equations indicated in Table 1. 
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Note: The area under the curve 
gives the assessor's prob- 
ability of market share 
falling within any ronge 

2.5 % 

95% Credible Interval 

Research Expected 
Estimate Value 

2.5 % 

3% 10% 11% 

Possible Values Of True Morket Share 

FIG. I REPRESENTING PERSONAL UNCERTAINTY 
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Target Population 
(10,000) 

actual reported 
fractions fraction (I0%) 

Decomposition: t = r x 
r 

x x 

Interpretation: target observed reporting non- random 
fraction fraction error response error 

error 

95% 
%-21% Interval: 

I I 1 1 1 

I I I 1 1 

I I I I 1 

Expectation: 10.8 % data input 1.2 

output assessment input 

Figure 2. ASSESSING A POPULATION FRACTION FROM A SURVEY 
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THE BIAS OF THE ORDINARY LEAST SQUARES ESTIMATOR OF THE 
REGRESSION COEFFICIENT FOR A BIVARIATE POPULATION 

WHEN BOTH VARIABLES ARE SUBJECT TO 
CORRELATED MEASUREMENT ERRORS* 

John J. Chai, Syracuse University 

1. INTRODUCTION 

In surveys of socio- economic status 
or in scientific experiments, the in- 
fluence of measurement errors always 
exists. 

A stock boy taking an inventory of 
certain products at a specified time and 
day by counting the number of items for 
every product is expected to make 
counting errors. These counting errors 
may or may not be correlated between 
different units he counts on that day. 
The counting errors may be correlated 
between the units which are counted in 
a given day, if the stock boy counts the 
items using a certain method in the 
morning, say, and then he finishes 
counting the items using another method 
in the afternoon. Reporting on the num- 
ber of family members by self enumera- 
tion of a respondent or by an interviewer 
produces another type of measurement 
errors, response errors. It has been well 
known from past studies that response 
errors of this kind are correlated within 
an interviewer assignment area due to 
interviewer bias in consecutive inter- 
views. Even when a self- enumeration 
method (where no interviewer bias is 
involved) is used, we expect correlated 
measurement errors. For example, con- 
sider a survey of price of houses in a 
community. Suppose that people in the 
community are asked to assess their own 
homes. If a person in that community had 
just sold his house at a certain price 
level, the assessment of the other houses 
in the community may be affected [10]. 

Correlated measurement errors may 
also be expected in measuring the length 
or weight of an object, or in consecu- 
tive readings of fluctuating temperature 
of an instrument in a chemistry labora- 
tory, or in grading student papers. For 
example, consider the grading of papers 
by an instructor. If the instructor 
grades one group of papers at one time, 
rests, and then grades the remainder of 
the papers at another time, we expect 
errors in grading to be correlated. 

Theory of measurement errors in 
sample or census surveys for univariate 
case has been developed for some basic 
survey conditions in the recent past 
[1, 2, 4, S, 9, 10, 13]. 

So far, we have illustrated the 
cases in which a single variable is 

taken separately. Now consider an example 
for a bivariate case where the charac- 
teristics of interest are the height and 
weight of a person. Measurement errors 
in this case may be caused by either in- 
struments or by the person (or persons) 
measuring height and weight or by both. 
The measurement errors associated with 
height may be correlated with the errors 
associated with weight, positively or 
negatively. Furthermore, measurement er- 
rors for each variable may be correlated 
between the units within a set of obser- 
vations. Therefore, if a person is inter- 
ested in studying the relationship be- 
tween two variables, he should recognize 
the existence of measurement errors and 
their effects on the estimators of rele- 
vant parameters. For example, suppose 
that we measure a set of bivariate char- 
acteristics X and Y and that the measure- 
ment is made with errors. Let the ob- 
served values (what we actually measure) 
be denoted by x and y and the measure- 
ment errors associated with X and Y by d 
and e respectively. Suppose further that 

x X + d 

y = Y + e 

(1.1) 
(1.2) 

and that the relationship between the 
two variables when neither variable is 
subject to measurement errors can be de- 
scribed by a linear functional model17 

Y = a + BX (1.3) 

However, the observed variables are x and 
y, so the model (1.3) above becomes 

y a + 0(x -d) + e (1.4) 

by (1.1) and (1.2). And if we let 

w = e - Bd (1.5) 

Then (1.4) becomes 

y = a + Bx + w (1.6) 

One may be interested in estimating 
to see whether there exists a statis- 

tical relationship between X and Y from a 
set of sample observations. Suppose that 
the person tried the ordinary least 
squares estimator from a sample of n 
observations 

n 

b 
n 

2 E(X-X) 
(1.7) 



where and are sample means of x and 
y, respectively. It is well known [12] 
that the estimator given by (1.7) is 
biased and inconsistent, i.e., Plim b = 

) Thus b underestimates B 

unless = 0, even when the errors d 

e are mutually and serially independent 
with constant variances, and and 

are also independent of X and Y. 

There has been a considerable amount 
of theoretical work done in the past in 
developing better estimators (e.g., con- 
sistent estimators) of B when both vari- 
ables are subject to errors (e.g., [3], 
[6],[7],[11],[12],[13],[15]). However, 
the ordinary least squares estimator is 
used more than often in practice, whether 
the variables concerned are subject to 
measurement errors or not. And there are 
many survey or experimental situations, 
where the ordinary assumptions mentioned 
earlier (the mutual and serial inde- 
pendence of errors, etc.) may not be 
satisfied fully. For example, d and e 
may be correlated with each other and d 
and e each may be serially correlated. 

The purpose of our study is, there- 
fore, to shed some light on the effect 
of measurement errors on the ordinary 
least squares estimator of for the 
model given by (1.3), (1.4), and (1.6) 
for a large finite bivariate population 
when both variables are subject to 
correlated measurement errors for a 
large -scale sample survey situation. 

In this paper, we present the fol- 
lowing: 

A. The mathematical development for 
the two -variable linear model 
[see equations (1.3) and (1.6)] 
to derive the bias factor of the 
ordinary least squares estimator 
of the parameter B, when both 
variables are subject to corre- 
lated measurement errors. This 
is presented in Section 2. 

B. Estimators and estimates of the 
bias factor for some selected 
housing characteristics. This is 
presented in Section 3. We use 
two sets of data for calculation 
of the estimates. They are (1) 
a probability sample of about 
5,000 housing units located in 
approximately 2,500 area segments 
of the United States. This sample 
was used for reinterview purposes 
by the Census Bureau after the 
1960 Census of Housing in order 
to evaluate the accuracy of the 
statistics of housing character- 
istics. This project is known as 
the Content Evaluation Study 
(CES). The interviews were made 
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in October 1960, six months 
after the census and the CES 
results were published in May, 
1964. A detailed description of 
CES data is given by references 
[17]. (2) The second sample of 
housing units was drawn from six 
cities (Six -city data). This 
sample was chosen by the Census 
Bureau primarily for the purpose 
of evaluating the quality of 
housing conditions (e.g., sound, 
deteriorating, etc.) and methods 
of appraising the quality of 
housing conditions in 1964 -65. 
Table 7 and reference [18] pro- 
vide a detailed account of this 
sample. 

C. Sensitivity analysis for the 
bias factor. This is also given 
in Section 3. For a set of hypo- 
thetical estimates of the para- 
meters of the bias factor,sensi- 
tivity of the bias factor is ex- 
amined. 

2. THE MATHEMATICAL MODEL 

We first define a set of survey con- 
ditions and assumptions for which the 
model is developed. Second, we derive 
the bias factor of the least squares es- 
timator of the parameter B for the survey 
conditions and assumptions stated. Devel- 
opment of the model follows the work of 
Hansen, et.al.[9]. 

2.1 Survey Conditions 

We use the term "survey" to mean 
census or sample surveys. This interpre- 
tation follows Hansen, et.al. [10]. 

A. Survey Condition$ and Assumptions. 

(1) We consider a large popula- 
tion of N elementary units, 
which is divided into M geo- 
graphical areas (e.g., census 
tracts, enumeration districts, 
blocks, etc.). Each geograph- 
ical area contains N. elemen- 
tary units, and thus' 

M 
E N =N, i=1, 2, ..., M. 

i=1 

(2) We postulate a simple random 
sample of n elementary units 
yielding ni units from i -th 

area. Thus 

M 
E n.=n 
i=1 



(3) We assume that for all 

i, where = 4, the average 

sample size per geographical 
area. 

(4) Each of M interviewers is as- 
signed at random to one area 
and so every interviewer is 
responsible for units. 

(5) The process of collecting 
data by interviewers is con- 
ducted in such a way that 
measurement error is corre- 
lated within interviewer as- 
signment areas, but is uncor- 
related between the different 
interviewer assignment areas.?/ 

(6) We assume that the survey can 
be repeated independently 
under the same survey con - 
ditions.3/ 

(7) We assume that the ratios 

and are small enough to 

ignore the finite population 
multipliers (i.e., 1 and 

1 

(8) We further assume that 

- 1 

Ni - 1 Ni for all i 

2.2 Development of the Model 

In this section, we introduce the 
definitions and notations first. 

A. Definitions and Notations 

Let be the observed 

values of the variables x and y 
for the j -th sample unit of the 
i -th geographical area, when 
measurement is obtained at the 
t -th trial. The conditional ex- 
pected values of x and y given 
the j -th unit of the i -th area 
are, say, 

E(xijti,j) (1) 

= 
Yij t 

(2) 

where the expectation is taken 
over trials. Following Hansen,et. 
al. [10], we define the response 
deviation for x and y variables 
given the j -th sample unit of 
the i -th geographical area as 
follows: 
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dijt 
= (3) 

= - (4) 

We assume that each of the error 
terms, d and e, fol49ws a proba- 
bility distribution-', and that 
the mean and variance of the dis- 
tribution exist. Then, from 
equations (1) and (2), the con- 
ditional means, variances and 
covariance of d and e for a 
j -th sample unit of the i -th geo- 
graphical area as t varies are 
given by: 

= 0 (5) 

E(eijti,j) = (6) 

Var(d..tli,j) = E(dijtli,j) 

= 
say (7) 

ae(ij)' 
say (8) 

Cov(dijteijti,j)=E(dijteijtli,j) 

= ade(ij)' say (9) 

We further define the uncorre- 
lated component of the response 
variance and covariance for a 
geographical area and for the 
entire population as follows[10l 

= 
the simple 

Ni 
i 

variance for x for the i -th 
geographical area (10) 

- 
the simple 

j 

variance for y for the i -th 
geographical area (11) 

1 

ade(ij)de(i)' the simple 

response covariance for x and y 
for the i -th geographical area 

(12) 



the simple 

response variance of the 
population for x (13) 

1 
E ae(ij) ce, the simple 

i,3 
response variance of the 
population for y (14) 

1 
ade(ij) 

ade, 
the 

simple response covariance 
of the population for 
x and y (15) 

We next define the correlated 
component of the response vari- 
ance and covariance in terms of 
the intra -class correlation 
coefficient 

6d(i) 
between 

d.. 
and dij,t for the i -th geograph- 

ical area. The intraclass corre- 
lation coefficient of response 
deviations for the i -th geo- 
graphical area. The intraclass 
correlation coefficient of re- 
sponse deviations for the i -th 
geographical area for x is de- 
fined by 

dd(i) 

N. N. 

t 

(Ni-1) ElE (dijtli,j) 
t 

We call the quantity given by 
equation (18) the correlated com- 
ponent of the response variance of 
x for the i -th geographical area. 
Similarly, the correlated component 
of the response variance of y for 
the i -th geographical area is 

de(i)ae(i) 

N. N. 

t 

(N.)(N. -l) 
(i9) 

The correlated component of the 
response covariance is defined 
similarly by defining the intra- 
class correlation of the response 
deviations for the i -th geographi- 
cal area for x and y, i.e., 

6de(i) 

N. N. 
E (dijteij,til,j,j') 
t 

(Ni)(Ni-1) ad(i)ae(i) 

(20) 

By multiplying both sides of (2) 
above by ade(i) 'de(i)' we 

obtain 

the correlated component of the 
response covariance for the i -th 
geographical area: 

-1 
(16) 6de(i)ade(i)ade(i) 

N. N. 

l ) 
t 

From (7) and (10), we obtain, 

6d(i) 

N. N. 

(Ni)(Ni-1) 

(17) 

hence 

N. N. 
E (dijtdijtli,j,j') 
t 

(N1)(Ni -1) 

(18) 
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where 

(N.)(Ni -1) 

(ide(i) 
pde ad(i) e(i) 

(21) 

(22) 

is the correlation coefficient of 
d, e, for the i -th geographical 
area. 

The average correlated component of 
the response variance per geograph- 
ical area is defined by 



1 
026 

d ni °d(i)ád(i) 

(23) 

(24) 

since we assumed that ni 

for all i. 

Similarly, the average correlated 
component of the response covari- 
ance per geographical area is 

ni °de(i)óde(i)pde(i) 

(25) 

= R °de(i)ade(i)pde(i) 

(26) 

since for all i. 

B. Bias of the Least Squares 
Estimator of 

As we stated earlier, our main ob- 
jective is to study the effect of 
correlated measurement error on 
the ordinary least squares esti- 
mator in estimating of the model 
given by (1.3), (1.4), and (1.6). 
For our survey situation we re- 
write the model given by (1.3) and 
(1.6) by 

= a + 

a + + 

(27) 

(28) 

where a and are parameters and 
the random variables and 

are the conditional expected values 
of and 

and = - (29) 

We observe, from a sample of n 
units, a set of values and 

and estimate using the 

ordinary least squares estimator 
bt, which is defined by 
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bt 

M N. 
El(xijt - 

- 

N. 

i j 

sxy(t) 
2 

sx(t) 

(30) 

where it and are the sample 

means of x and y, respectively, 
for the t -th trial, i.e., 

= xt 
t 

(31) 

(32) 

And 
sx(t) 

and sxy(t) respectively 

are the sample variance and covari- 
ance for the t -th trial, i.e., 

M 

sx(t) E(xijt _ 
j 

(33) 

sxy(t) 

M n. 
= (xijt - i - 

i 
(314) 

We are concerned with the bias of 
bt. We derive the bias by taking 

expectation of bt. The expectation 

is taken first over repeated trials 
for a fixed sample, and then over 
all possible samples. The ratio of 
expected values of the denominator 
and numerator of bt is not neces- 

sarily equal to the expected value 
of bt, since bt is the ratio of 

two random variables. However, it 
is shown [4] that the differences 
between the expectation of the 
ratio and the ratio of expectation 
is small enough to ignore when the 
size of M is reasonably large for 
our survey conditions. Therefore, 
we evaluate the expectations of the 
denominator and numerator of bt 
separately. 

We find the expectation of the de- 
nominator of the bt first. 



EE E E(x.. EE n-1 
x(t) 

st 
n 

i st xy(t) n XY de 

EE E +(d.. )2 by (3) 1 1 

st 
n it (ni de(i) de(i) de(i)J 

(35) 

- 
1 -1 

M Ni aXY adeddepde 

R = E E X. the sample mean of 
i j 

M N 

t 
= E the sample mean of 

d.. 
i j 

for the t -th trial. 

For our Survey Condition, it can be 
shown that [4] 

2 n -1 

st 
sx(t) - 

1 E (n.-1)(72 (36) 
d(i) d(i) 

a2d(i)dd(i) 

1 

since we assumed that n and 

4 ad(i)6d(i) by equation (24); 

and where 

where 

M N. 
aXY 

1 
(Xij-R(p))(Yij-4'(p)) 

j 

(40) 

(41) 

the covariance of and Y1;and ade' 

de(i)dde(i)pde(i), and 

ade6depde 
are given by (15), (21), and 

(26) respectively. 

We denote the ratio of expected 
values of the numerator and denominator 
of bt by *. Thus, 

ß* 

sxy(t) 
deddepde 

st 
(142) 

For the sake of simplicity in writing, we 
define 

M N. a2 1 026 (43) 
= E R(p))2, the variance 

d(T) d d d 

i 

of X. (38) 
ade(T) = °de - adeddepde (44) 

M Ni 
R( E E Xi., the population 

mean of X. (39) 
ax(T) ad(T) 

and and are defined by 
(46) 

(13) and (18) respectively. 
axy(T) aXY ade(T) 

In a similar manner, we can show 
the expected value of the numerator of 
the bt to be 
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Using (43), (44), (45), and (46) above, 
we write 

aXY ade(T) 
_ aX2(T) (47) 

Factoring = out from (47) above, 
X 



we have 

(B) 
(1+0 de(T)/aXY) 

(48) 

The second factor of the right hand mem- 
ber of (48) above is defined to be the 
component bias factor of the bt for our 

Survey Conditions. We denote it by E1, 

i.e., 

E 
l+ade(T)/aXY 

1 
1+ad(T)/aX 

Hence, we have 

= (B)(E1) 

or 

= (E1-1) 

(49) 

(52) 

Assuming that M is so large that 

EE bt - 8* 0 we can note from 
st 

(49),(50), and (52) that E1> 1 indicates 

an over -estimation of by bt on the 

average; E1 < 1 means an underestimation 

of B; and that when E1 1, bt is un- 

biased of B. And the bias factor E1 

is a function of uncorrelated components 
of response variance and covariance and 
the correlated components of response 
variance and covariance. In the fol- 
lowing section, we estimate the bias 
factor E1 from the two sets of sample 

data which we described earlier. 

3. ESTIMATORS AND ESTIMATES 

In this section, we discuss estima- 

tors and estimates of ade' 0 6d, and 

ade6de'de first; and then we discuss 

estimators and estimates of 

axy(T)' 
and a 

de /0XY; 
and finally 

we discuss the estimates of E1. 
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3.1 The Estimators and Estimates of 
and 

ade. 

As an estimator of Hansen, et.al. 

[9]more or less give 

= i (53) 

where g = E E(xijtG stands 
i j 

for "gross difference rate" [2,0], and 
t and t' respectively refer to t -th and 
t'th trials and G and G' respectively 
refer to G -th and G'th survey conditions. 
Following Hansen, et.al. [9] we can show 
that 

st 2 = ad (54) 

if E (xijtG) = 
E and if re- 

peated surveys are done independently so 
that the trial to trial covariance is 
zero. According to Bailer [2], the be- 
tween -trial covariance is relatively 
small for the items she studied for a re- 
interview procedure for which the inter- 
viewers did not have access to the Census 
Data (original data) and reconciliation 
was not made after reinterview. The CES 
data we used in our study is obtained by 
the same interview procedure as the one 
just mentioned above, although the items 
she studied are not the same as the ones 
we studied. As for estimates of the bias 

E(xijtG Bailer's study [2] did 
s 

not seem to show any definite conclusion 
on the differences in estimates of the 
bias for different interview procedures. 
However, Bailer points out that, for a 
large sample, "a reinterview procedure 
which specifies that the reinterview be 
closer in time to the original interview" 
[P.60, Ref. 2] than the CES data (six 
months lag between original interview and 
reinterview) seem to have smaller bias. 

In short, we are not sure about the 
magnitudes of the between -trial covari- 
ance and bias due to different survey 
procedures for the housing items included 
in our study. But the estimation of these 
terms are beyond the scope of our study. 
Instead, we assert that the assumptions 
and survey conditions stated at the out- 
set hold so that is a good estimator 

of Pritzker [16] (see also [2]) gives 

an estimator of ade by 



M n. 

(55) 

where 

1 
h = E (xijtG-xijt'G')(yijtG-yijt'G') 

Following Pritzker [16], we can show that 

h 
°de 

if 
E (xijtG) = and 

= ñ E the sample mean of x for 

the i -th geographical area 

2 1 2 

sxwt 
within - 

M(ñ -1) 

interviewers variance (58) 

According to the response variance 
(56) study by Bailer of the Census Bureau [1] 

the magnitudes of the estimates of the 
average correlated response variance de- 
creases as the interviewer assignment 
areas increase. In fact,the study con- 
cludes: 

and if indepen- 

dent repetitions of a survey are made. 

Again, we say that the survey con- 
ditions we assumed hold and h is a good 

2 

estimator of 
°de' 

The sample stimates of for some 

selected housing characteristics are 
given in Table 3. The sample estimates 
of °de for some selected housing charac- 

teristics are also calculated from the 
two sets (Census results and CES Data) 
of sample data in 1967 for the first 
time. These estimates are given in 
Table 4. 

3.2 Estimators and Estimates of 

-1 and ade6depde. 

The Response Variance Study [1] con- 
ducted by Bailer at the Census Bureau 
shows estimates of "pd, the interclass 

correlation between response deviations 
of different units assigned to the same 
interviewer" (which is comparable to 6d 

in our study) for population and housing 
characteristics. The estimates in that 
study were made on the basis of an inter- 
penetrated sample design using an esti- 
mator similar to the one given below: 

(sxbt sxwt) 

where 

"Though the rate of decrease is not 
constant over all population and 
housing characteristics, it is 
reasonable to assume that the re- 
lationship between pd and the size 

of the assignment area is described 
by an exponential function, ..." 
(pp.3-4, [1]). 

The Census Bureau study [1] did not 
estimate 6de' the intra -class correlation 

for d and e. Furthermore, the estimates 
of the housing characteristics in which 
we are interested in our study were not 
included in the Census Bureau study. 
Therefore, we estimated the average corze- 
lated component of response variance and 
covariance for some selected housing 
characteristics using the Six -City Data. 

For estimating we used the following 

estimator: 

- /ñ) (59) 
-1 

and for estimating °deódepde 
we used 

where 

(60) 

M 

sit = 
(Rit - sample between- 

(56) area variance (61) 

= 
- sample 

sxbt M-1 E(xit between- 
between -area covariance (62) 

and and sxyt are given by (33) and (34). 
interviewers variance 
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The estimator given by (56) is the 
same as the estimator given by (59) if 
M -1 =M. And also, it can be shown that 
the estimators given by (56) and (59) 
are unbiased estimators of if 

our assumptions and survey conditions 
hold. Similarly, the estimator (60) is 

an unbiased estimator of 

The estimates of d and 
are given by Tables 1A, 1B, and 1C. 

3.3 Estimates of 
d(T) and ade(T). 

Tables 2A, 2B, and 2C show the 
sample estimates of ad, ade' 

adeódepde. 

From these estimates we note that, al- 

though = - and ade(T) 

ade - adeódepde' most cases 
1 

ad6d 

and a 
de ódepde 

are negligible compared 

with and ade. For example, almost 

all of the estimates of ad6d for 

block -sized areas is zero (see Table 2A) 
and the largest value for the ratio of 

ad6d to is only about 0.1 (see 

Table 2A, Shreveport, "Bath for exclusive 
use ", tract size). The largest value for 

the ratio of to ade' however, 

is about 0.3 (see Table 2C, Shreveport, 
"Owner occupied units," tract size). 
Nevertheless, most of the estimates 
given in Tables 2B and 2C indicate that 

d "de is very small. 

Therefore, at least from these esti- 
mates, we may conclude that 

(63) 

ade(T) ade 

Hence, from (45), (46), and (49), we 
have 

52 
x(T) 

(64) 

axy(T) aXY 

E de/aXY 
1 

(66) 

(67) 

Let the sample varian9e of x for the t -th 
trial be denoted by sxt and that for the 

t'th trial by and let the average 

of the two variances be denoted by sx(T)' 

i.e., sx(T) = + (68) 

'x(T) 
is the estimator of a(T).5/ Hence, 

g /2sx(T) will estimate 

Assuming that is an unbiased esti- 

mator of and that we can 

use, as an estimator of 

1 2g . And furthermore, as (69) 
2sx(T) 

an estimator of we use 

(70) 
2sx(T) 

2sx(T) 

The estimates of ade /aXY are similarly 

obtained. The sample estimates of 

and ade /axy are given in Tables 3 and 4. 

Table 3 shows that the range of the 
estimates of ad /ax for the given housing 

characteristics is .1099 to 3.0388. 

Assuming that (63) and (64) hold, 

(i.e., and adeódepde are negli- 

gible), we can see that 

02 
0 < 1 (71) 

and 
52 

0 d 
< 

02 
X 

(72) 

In other words, the larger the estimates 

of the larger the estimates of 

(65) In fact, if an estimate of 

is close to 1 (meaning .a highly inaccu- 
rate measurement) a corresponding value 

of a2d /a2 is very large. 
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and 

Similarly, we can see that 

ade 

xy(T) 

- 1 ade < 

The magnitudes of E range from 
.5680 to 1.5164, and tha effect of 
measurement error on the estimator 

(73) of for the housing characteristics 
shown in Table 5 is clearly seen 
from the estimates of E1 or from the 

comparison of the estimates and B. 

We can see that the attenuation of 
was largest for the pair of variables, 
"sound units" vs. "units with shared 
or no bath" (i.e., the estimate of 

is -.9602 whereas the estimate of 
B* is -.5454) and the magnitude of 
the overestimates of was greatest 
for the pair of variables, "sound 
units" vs. "units with bath for ex- 
clusive use" (the estimate of is 
.2194 and the estimate of 8* is 
.3327). For the pair of variables, 
"deteriorating units" vs. "renter 
occupied ",there is almost no effect 
of measurement error on the estimator 
of B. 

(2) Sensitivity analysis of the 
estimates of E1. 

So far we have investigated the 
sample estimates of E, for some 
housing characteristics. In this 
section, we will study the sensitiv- 
ity of the magnitudes of E1 for dif- 

ferent values of and 

ade/axy(T) based on 
the largest mag- 

nitude of the sample estimates given 
in Tables 3 and 4. 

(74) 

since ode and do not necessarily 

take the same sign. The actual estimates 
of ade 

/axy(T) 
for the selected housing 

characteristics shown in Table range 
from -.1106 to .5493 and the estimates 
of ade 

/aXY 
vary from -.0996 to 1.2188. 

3.4 Estimates of E1 

We first discuss direct estimates of 
E1, which are calculated from the esti- 

mates ofad in Table 3 and ade 
/aXY 

in Table 4, and then show the sensitivity 
of E1. 

(1) Direct estimates of E1. 

Table 5 shows the estimates of 
E1 along with estimates of B* and B. 

As seen in Table 5, we note that 
more than half of the estimates of 
E1 are greater than one. In other 

words, for more than half of the 
pairs of housing variables in Table5, 

ade /aXY is greater than /4 in 

magnitude. This means that an impor- 
tant contribution is made to the 
effect of measurement error on the 
estimator of by the simple response 
covariance, ade. It is wrong, there- 

fore, to assume in all cases that 
ade 0 and say that the effect 

upon the least squares estimator of 
due to measurement error is 

"attenuating." 

It is interesting to note that 
there is a certain consistency in 
the variation of E1 over different 

variables. First, we notice that the 
value of E1 is greater than one for 

the variables, "owner occupied units" 
and "units with bath for exclusive 
use," in all three dependent vari- 
ables ( "sound units," "deteriorating 
units," and "dilapidated units "). 
This leaves the value of E1 for the 

other two variables ( "renter occu- 
pied units" and "units with shared 
or no bath ") to be less than one. 
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From what we have observed in 
Tables 3 and 4, .8 is the largest es- 
timate for and and 

Therefore, we take 25, 50, 75, and 
100 percent of .8 and add to these 
different values -.2 for the smallest 
value of Ode /axy(T) and zero for 

/Ox(T). And then we compute dif- 

ferent values of E1 for these dif- 

ferent values of and 

ade /axy(T)' 
The results of these com- 

putations are shown in Table 6 and 
Figure 1. 

Examining the sensitivity of the 
values of E1, we can clearly see from 

Figure 1 and Table 6 that, for a given 
value of the values of E1 

increase with increasing rate as the 
values of ade increase by .2 

from -.2 to .8. We also notice from 
Figure 1 that the rate of increase 
E1 over the different values of 

ade /axy(T) gets smaller as the value 

of increases. On the other 



hand, the rate of increase in the 
values of E1 for the different 

values of in Figure 1 is 

smaller for ade 
/Qxy(T) 

4 than 
for adelaxy(T) 

' 

Furthermore, we can see from 
Figure 1 and Table 6 that the values 
of El will be greater than one (i.e., 

E1>1) when ade 
/axy(T) > 

and E1 < 1 when ade 
/axy(T)`ad 

And of course, E1 =1 when 

and E1 <1 when 

0 for all values of 

As we noted earlier, E2 means 

underestimation of B, E1>1 means 

overestimation of B, and E1 =1 means 

that is neither underestimated nor 
overestimated. 

4. SUMMARY 

For the survey conditions assumed 
and the variables investigated in our 
study, we find that the major contribu- 
tion to the response variances and co- 
variance is from the uncorrelated com- 
ponents of response variances and co- 
variance. 

The sample estimates of El for some 

housing characteristics given in Table 5 

reveal that we estimate that the mean 
value of bt underestimates by as much 

as 43 percent and overestimates by as 
much as 57 percent. 
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Table 6 and Figure 1 show the sensi- 
tivity of the values of El. As seen in 

Figure 1 the values of El are more sen- 

sitive to ade /axy(T) .5 and 

0 1 .6 than to 

-.2 ade .5 and 

.6 < 1. 

FOOTNOTES 

1/ There are situations in which this 
éxact functional relation may not hold. 
For example, for some cases, the linear 
model with disturbance term e, i.e., 
Y= +BX +e. But since the model (1.3) is 
a fundamental one and often discussed, 
our study is based on this model. 

2/ Of course, if the interviewers are 
supervised by different persons, then 
the measurement error between different 
interviewer assignment areas may be cor- 
related. 

3/ Independent repetitions of a survey 
Under constant survey conditions can 
hardly be achieved in practice, but the 
postulate given here will be the basis 
for defining the variance and covariance 
of the measuremer' errors. See Reference 
[2] for a case cf a dependent reinter - 
view situation. 

4/ We do not assume any particular form 
of probability distribution for d and e. 

5/ The Census Bureau used an estimator 
similar to sx(T) (i.e., 

1 +p2g2)' 
where is the sample variance for 

"0,1" variable for sample of size one 
for the i -th trial. See [17] for detail.) 



Table 1A. -- Estimates of the Average Correlated Component of 
Response Variance for Some Housing Variables. 

City and variable 
Estimates of 

City and variable 
Estimates of 

°d 

Block ED Tract Block ED Tract 

Camden, New Jersey: Louisville, Kentucky: 
Owner occupied units .0694 .0498 .0238 Owner occupied units .0824 .0764 .0632 
Deteriorating units .0428 .0328 .0207 Deteriorating units . .0353 .0326 .0192 
Dilapidated units . .0104 .0075 .0038 Dilapidated units . .0092 .0075 .0037 
Substandard units . .0230 .0178 .0138 Substandard units . .0371 .0366 .0286 
Bath for exclusive use .0204 .0132 .0108 Bath for exclusive use .0351 .0320 .0252 
Units built 1939 or Units built 1939 or 
earlier. . . .0958 .0665 .0373 earlier. . .1331 .1200 .0982 

Monthly rent less than Monthly rent less than 
$80 .0395 .0259 .0177 $80 .1047 .0993 .0867 

Cleveland, Ohio: Shreveport, Louisiana: 
Owner occupied units .0672 .0623 .0526 Owner occupied units .0776 .0748 .0632 
Deteriorating units .0415 .0379 .0188 Deteriorating units .0391 .0371 .0196 
Dilapidated units . .0092 .0084 .0046 Dilapidated units . . .0178 .0154 .0048 
Substandard units . .0241 .0226 .0159 Substandard units . .0764 .0688 .0550 
Bath for exclusive use .0157 .0137 .0096 Bath for exclusive use .0738 .0634 .0514 
Units built 1939 or Units built 1939 or 
earlier. . .0737 .0681 .0547 earlier. . .1265 .1135 .0810 

Monthly rent less than Monthly rent less than 
$80 .0672 .0632 .0532 $80 .1139 .1076 .0899 

Fort Wayne, Indiana: South Bend, Indiana: 
Owner occupied units .0501 .0463 .0375 Owner occupied units .0523 .0485 .0342 
Deteriorating units .0290 .0207 .0102 Deteriorating units .0192 .0154 .0072 
Dilapidated units . .0044 .0027 .0011 Dilapidated units . .0050 .0018 .0006 
Substandard units . . .0105 .0095 .0059 Substandard units . .0176 .0118 .0079 
Bath for exclusive use .0115 .0067 .0042 Bath for exclusive use .0184 .0092 .0067 
Units built 1939 or Units built 1939 or 
earlier. . .1282 .1149 .0969 earlier. . .1536 .1385 .1180 

Monthly rent less than Monthly rent less than 
$80 .0889 .0774 .0634 $80 .0891 .0789 .0661 

Source: Six -city data, Bureau of the Census 
(See Table 7 of this article) 
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Table 1B.-- Estimates of the Average Correlated Component of 
Response Covariance for Some Housing Variables. 

( "Units Deteriorating" as Dependent Variables.) 

City and variable 

Estimates of 

City and variable 

Estimates of 

-1 
°deade0de 

-1 
°deadepde 

Block ED Tract Block ED Tract 

Camden, New Jersey: Shreveport, Louisiana: 
Owner occupied units -.0094 -.0090 -.0139 Owner occupied units -.0288 -.0258 -.0218 
Substandard units . .0143 .0123 .0123 Substandard units . .0390 .0341 .0283 
Bath for exclusive Bath for exclusive 
use -.0125 -.0099 -.0106 use -.0361 -.0319 -.0267 

Units built 1939 or Units built 1939 or 
earlier .0228 .0170 .0136 earlier .0258 .0242 .0171 

Monthly rent less 
Cleveland, Ohio: than $80 .0457 .0414 .0348 
Owner occupied units -.0208 -.0197 -.0189 
Bath for exclusive South Bend, Indiana: 
use -.0099 -.0097 -.0077 Owner occupied units -.0150 -.0133 -.0113 

Units built 1939 or Bath for exclusive 
earlier .0147 .0141 .0128 use -.0084 -.0065 -.0053 

Monthly rent less Monthly rent less 
than $80 .0248 .0243 .0224 than $80 .0244 .0201 .0166 

Fort Wayne, Indiana: Louisville, Kentucky: 
Owner occupied units -.0190 -.0149 -.0125 Owner occupied units -.0176 -.0186 -.0192 
Substandard units .0100 .0090 .0058 Substandard units .0239 .0229 .0181 
Bath for exclusive Bath for exclusive 
use -.0051 -.0054 -.0041 use -.0213 -.0205 -.0164 

Units built 1939 or Units built 1939 or 
earlier .0208 .0200 .0172 earlier .0308 .0294 .0250 

Monthly rent less Monthly rent less 
than $80 .0308 .0251 .0220 than $80 .0324 .0210 .0143 

Source: Six -city data, Bureau of the Census 
(See Table 7 of this article) 
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Table 1C. -- Estimates of the Average Correlated Component of 
Response Covariance for Some Housing Variables. 

( "Units Dilapidated" as Dependent Variable.) 

City and variable 

Estimates of 

City and variable 

Estimates of 

-1 
°deódepde 

-1 
°deódepde 

Block ED Tract Block ED Tract 

Camden, New Jersey: Louisville, Kentucky: 
Owner occupied units -.0032 -.0045 -.0038 Owner occupied units -.0073 -.0074 -.0076 
Substandard units . .0121 .0090 .0058 Substandard units . .0124 .0113 .0080 
Bath for exclusive Bath for exclusive 
use -.0082 -.0067 -.0046 use -.0093 -.0088 -.0069 

Units built 1939 or 
Cleveland, Ohio: earlier .0087 .0084 .0072 
Owner occupied units -.0061 -.0061 -.0059 Monthly rent less 
Substandard units . .0103 .0096 .0061 than $80 .0108 .0103 .0098 
Bath for exclusive 
use -.0028 -.0028 -.0025 Shreveport, Indiana: 

Units built 1939 or Owner occupied units -.0118 -.0112 -.0071 
earlier .0035 .0033 .0028 Substandard units . .0249 .0206 .0134 

Monthly rent less Bath for exclusive 
than $80 .0074 .0072 .0072 use -.0207 -.0171 -.0123 

Units built 1939 or 
Fort Wayne, Indiana: earlier .0104 .0085 .0043 
Owner occupied units -.0046 -.0041 -.0031 Monthly rent less 
Substandard units . .0056 .0036 .0018 than $80 .0197 .0170 .0134 
Bath for exclusive 
use -.0036 -.0020 -.0010 South Bend, Indiana: 

Monthly rent less Owner occupied units -.0037 -.0030 -.0023 
than $80 .0068 .0064 .0054 Substandard units . .0060 .0034 .0017 

Source: Six -city data, Bureau of the Census 
(See Table 7 of this article) 
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Table 2A. -- Estimates of the Simple Response Variance and the Average 
Correlated Component of Response Variance Divided by M. 

Numbers in the parentheses show the approximate number of geographical 
areas (i.e., M).* 

City and housing 
characteristics 

Estimates of 

1/ 

d 

1 2/ 

Block ED Tract 

Camden, New Jersey: (1,100) (100) (30) 
Owner occupied units. . . .0230 .0001 .0005 .0008 
Bath for exclusive use. . .0124 .0000 .0001 .0001 
Deteriorating .0872 .0000 .0003 .0007 
Dilapidated .0298 .0000 .0001 .0004 

Cleveland, Ohio: (4,400) (1,000) (200) 
Owner occupied units. . . .0230 .0000 .0001 .0003 
Bath for exclusive use. . .0124 .0000 .0000 .0001 
Deteriorating .0872 .0000 .0000 .0001 
Dilapidated .0298 .0000 .0000 .0000 

Fort Wayne, Indiana: (2,100) (200) (40) 
Owner occupied units. . . .0230 .0000 .0003 .0009 
Bath for exclusive use. . .0124 .0000 .0000 .0001 
Deteriorating .0872 .0000 .0001 .0003 
Dilapidated .0298 .0000 .0000 .0000 

Louisville, Kentucky: (3,000) (.500) (100) 
Owner occupied units. . . .0230 .0000 .0002 .0006 
Bath for exclusive use. . .0124 .0000 .0001 .0003 
Deteriorating .0872 .0000 .0001 .0002 
Dilapidated .0298 .0000 .0000 .0000 

Shreveport, Louisiana: (2,000) (200) (40) 
Owner occupied units. . . .0230 .0000 .0004 .0016 
Bath for exclusive use. . .0124 .0000 .0003 .0013 
Deteriorating .0872 .0000 .0002 .0005 
Dilapidated .0298 .0000 .0001 .0001 

South Bend, Indiana: (1,700) (200) (30) 
Owner occupied units. . . . .0230 .0000 .0002 .0011 
Bath for exclusive use. . . .0124 .0000 .0000 .0002 
Deteriorating .0872 .0000 .0000 .0002 
Dilapidated .0298 .0000 .0000 .0000 

* See Table 7 for the values of M. 
1/ The estimates shown in this table are transcribed from Table 3. 

See Table lA for the estimates of 
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Table 2B. -- Estimates of the Simple Response Covariance and the Average 
Correlated Response Covariance Divided by M. 

( "Units Deteriorating" as Dependent Variable.) 

Numbers in the parentheses show the approximate number of geographical 
areas (i.e., M).* 

City and housing 
characteristics 

Estimates of 

1/ 

ade 

Block ED Tract 

Camden, New Jersey: 
-.0027 
-.0058 

(1,100) 
.0000 
.0000 

(100) 
-.0001 
-.0001 

(30) 
-.0005 
-.0004 

Owner occupied units 
Bath for exclusive use. . . 

Cleveland, Ohio: (4,400) (1,000) (200) 
Owner occupied units -.0027 .0000 .0000 -.0001 
Bath for exclusive use. . -.0058 .0000 .0000 .0000 

Fort Wayne, Indiana: (2,100) (200) (40) 
Owner occupied units -.0027 .0000 -.0001 -.0003 
Bath for exclusive use. . -.0058 .0000 .0000 -.0001 

Louisville, Kentucky: (3,000) (500) (100) 
Owner occupied units -.0027 .0000 .0000 -.0002 
Bath for exclusive use. . -.0058 .0000 .0000 -.0002 

Shreveport, Louisiana: (2,000) (200) (40) 
Owner occupied units .0027 .0000 -.0001 -.0005 
Bath for exclusive use. . -.0058 .0000 -.0002 -.0006 

South Bend, Indiana: (1,700) (200) (30) 
Owner occupied units -.0027 .0000 -.0001 -.0003 
Bath for exclusive use. . -.0058 .0000 .0000 -.0002 

* See Table 7 for the values of M. 
1/ The estimates shown in this table are transcribed from Table 4. 
_7/ See Table 1B for the estimates of . 

ade6depde 
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Table 2C. -- Estimates of the Simple Response Covariance and the Average 
Correlated Response Covariance Divided by M. 

( "Units Dilapidated" as Dependent Variable.) 

Numbers in the parentheses show the approximate number of geographical 
areas (i.e., M).* 

City and housing 
characteristics 

Estimates o f 

1/ 

°de 

2 
1 -_ 
M °de6depde 

Block ED T ract 

Camden, New Jersey: (1,100) (100) (30) 
Owner occupied units .0007 .0000 -.0000 -.0001 
Bath for exclusive use. . . -.0045 .0000 -.0001 -.0002 

Cleveland, Ohio: (4,400) (1,000) (200) 
Owner occupied units .0007 .0000 .0000 .0000 
Bath for exclusive use. . -.0045 .0000 .0000 .0000 

Fort Wayne, Indiana: (2,100) (200) (40) 
Owner occupied units .0007 .0000 0000 -.0001 
Bath for exclusive use. . -.0045 .0000 .0000 .0000 

Louisville, Kentucky: (3,000) (500) (100) 
Owner occupied units .0007 .0000 .0000 -.0001 
Bath for exclusive use. . -.0045 .0000 .0000 -.0001 

Shreveport, Louisiana: (2,000) (200) (40) 
Owner occupied units .0007 .0000 -.0001 -.0002 
Bath for exclusive use. . -.0045 .0000 -.0001 -.0003 

South Bend, Indiana: (1,700) (200) (30) 
Owner occupied units .0007 .0000 .0000 -.0001 
Bath for exclusive use. . -.0045 

*See Table 7 for the values of M. 

1/ The estimates shown in this table are transcribed from Table 4. 

2/ See Table 1C for the estimates of 
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Table 3.-- Sample Estimates of and Ratios ad 
/ax(T)' 

and 

Housing Variables 

Estimate of 

x(T) /x(T) X/ax(T) 

Owner occupied units .0230 .2323 .0990 .9010 

Renter occupied units .0230 .2323 .0990 .9010 

Units with shared or no bath . . .0540 .1211 .4459 .5541 

Units with bath for exclusive use .0124 .1074 .1155 .8845 

Sound .0783 .1530 .5117 .4883 

Deteriorating .0872 .1159 .7524 .2476 

Dilapidated .0298 .0520 .5731 .4269 

. 1099 

. 1099 

.8047 

.1306 

1.0479 

3.0388 

1.3425 

Source: Reference [17]. 

Table 4. -- Sample Estimates of and Ratios, ade /axy(T)'aXY /axy(T)' 
and 

/aXY. 

Housing variables 
(Dependent variable vs. independent variable) 

ade 

Condition of Housing - Sound: 
vs. Owner occupied units 

Renter occupied units 
Units with shared or no bath 
Units with bath for exclusive use. . 

Units with monthly rent less than $80. 
Units with monthly rent less than $60. 

Condition of Housing - Deteriorating: 
vs. Owner occupied units 

Renter occupied units 
Units with shared or no bath 
Units with bath for exclusive use. . 

Units with monthly rent less than $80. 
Units with monthly rent less than $60. 

Condition of Housing - Dilapidated: 
vs. Owner occupied units 

Renter occupied units 
Units with shared or no bath 
Units with bath for exclusive use. . 

Units with monthly rent less than $80. 
Units with monthly rent less than $60. 

.0043 

.0014 
-.0016 
.0149 

-.0003 
.0004 

-.0027 
.0014 
.0010 

-.0058 
.0014 
.0007 

.0007 
-.0010 
.0009 

-.0045 
.0004 
.0000 

Estimates of 

axy(T) ade ade /aXY 

.01464 .2964 .7036 .4213 
-.03139 -.0446 1.0446 -.0427 
-.06600 .0244 .9756 .0250 
.03573 .4167 .5833 .7144 

-.02692 .0093 .9907 .0094 
-.02948 -.0136 1.0136 -.0134 

-.00497 .5493 .4507 1.2188 
.01662 .0818 .9182 .0891 
.03275 .0302 .9698 .0311 

-.01973 .2955 .7045 .4194 
.01489 .0913 .9087 .1005 
.01538 .0481 .9519 .0505 

-.00633 -.1106 1.1106 -.0996 
.01476 -.0678 1.0678 -.0635 
.03350 .0260 .9740 .0267 

-.01551 .2882 .7118 .4049 
.01253 .0295 .9705 .0304 
.01464 .0000 1.0000 .0000 

Source: The sample of housing units used in the Content Evaluation Study of 1960 at 
the Bureau of the Census. 

See reference [17] for further details. 
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Table 5. -- Estimates of ß, El and *. 

Housing variables 
(Dependent variable vs. independent variable) 

Estimate of 
ß* 

(1) 

E1 

(2) (3)=(1)=(2) 

Condition of Housing - Sound: 
vs. Owner occupied units .0630 1.2806 .0492 

Renter occupied units -.1351 .8625 -.1566 
Units with shared or no bath -.5454 .5680 -.9602 
Units with bath for exclusive use .3327 1.5164 .2194 

Condition of Housing - Deteriorating: 
vs. Owner occupied units -.0214 1.0981 -.0195 

Renter occupied units .0715 .9813 .0729 
Units with shared or no bath .2704 .5713 .4733 
Units with bath for exclusive use -.1837 1.2554 -.1463 

Condition of Housing - Dilapidated: 
vs. Owner occupied units -.0272 .8112 - 

Renter occupied units .0635 .8438 
..0335 
.0753 

Units with shared or no bath .2766 .5689 .4862 
Units with bath for exclusive use -.1444 1.2426 -.1162 

Source:Tables 3 and 4. 

Table 6. --The Values of E1 for a Set of Values of 

the Ratio and ade 

(The number of the upper level in the column labels indicate 
and the ones on the lower level indicate / +X). 

de 

02/02 and and 
de 

axy(T) aXY .0000 .2000 .4000 .5000 .6000 .8000 
.0000 .2500 .6667 1.0000 1.5000 4.0000 

-.2000 -.1667 .8333 .666 .5000 .4167 .3333 .1667 
.0000 .0000 1.0000 .8000 .6000 .5000 .4000 .2000 
.2000 .2500 1.2500 1.0000 .7500 .6250 .5000 .2500 
.4000 .6667 1.6667 1.3333 1.0000 .8333 .6667 .3333 
.5000 1.0000 2.0000 1.6000 1.2000 1.0000 .8000 .4000 
.6000 1.5000 2.5000 2.0000 1.5000 1.2500 1.0000 .5000 
.8000 4.0000 5.0000 4.0000 3.0000 2.5000 2.0000 1.0000 
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Table 7.-- Selected 1960 Census Data for Six Cities 

Subject 

City 

Camden, Cleve- 
land 
Ohio 

Ft. 
Wayne, 
Ind. 

Louis- Shreve- South 
ville, port, Bend, 
Ky. La. Ind. 

1. Population 

2. Housing units 

3. Condition 
a. Percent deteriorating 
b. Percent dilapidated,/ 
c. Percent substandard- 

4. Area 
a. Census tracts?/ 
b. Enumeration districts?/ 
c. Blocks 2/ 

117,159 

37,015 

15.3 
3.4 
9.4 

27 
110 

1,083 

876,050 

282,893 

14.1 
3.1 
9.1 

203 
1,031 
4,389 

161,766 

53,002 

11.8 
2.5 
7.3 

39 
203 

2,075 

390,639 

128,238 

14.7 
3.9 

15.3 

111 
472 

3,042 

164,372 

54,191 

16.4 
5.7 
20.6 

40 
190 

2,038 

132,445 

42,590 

10.5 
2.2 
7.6 

34 
215 

1,740 

1/ Not an official Census classification. Used by other agencies Includes "Sound" and 
- "Deteriorating" units lacking one or more of these facilities piped hot water, 

flush toilet for private use, bathtub or shower for private use, plus all 
"Dilapidated" units. 

2/ Excludes areas in which there were no occupied housing units. 

Source: p. 47 of Reference [18]. 

5.0 

4.0 

FIGURE 1. -- VALUES OF E2 
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-.2 .2 .4 .6 .8 
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STOCHASTIC MODELS OF CITY POPULATION DENSITY 

Robert T. Amsden, Rutgers -The State University 

Previous Studies 

The literature which is relevant 
to the problem of the spatial dis- 
tributions of urban populations may be 
classified in two ways. These serve 
either to describe directly urban 
population densities or to examine 
various stochastic processes which, 
although not necessarily directed 
toward the city, nevertheless, are 
relevant by providing components of a 
quantified mechanism. The descrip- 
tive articles bring out two major 
points. The first is that the various 
cities examined seem all to have a 
fairly consistent pattern of pop- 
ulation density (where density 
implies members per unit area). This 
functional form may be approximated 
by a negative exponential where 
population density is primarily a 
function of radius from the center. 
Also, this work would seem to in- 
dicate that some cities eventually 
reach a point in time at which the 
inner or central population density 
reaches a plateau and then proceeds 
to fall off as the city grows and 
expands further. These few articles 
of description do not quantify any 
causes of the changes in the spatial 
distributions of urban populations. 

No articles were found in the 
statistical literature which were 
directed toward the city problem and 
which developed city models incor- 
porating random processes. However, 
a considerable amount of theory has 
been developed which deals with 
aspects of the problem. Much effort 
has been devoted to stochastic birth 
and death processes. Recently some 
attention has been given to 
stochastic processes which involve 
birth and death as well as the random 
position of the individual. These 
processes have been of two types: 
the first being random walk models 
in which an individual moves forward 
or backward a unit step (with random 
waiting times as an added complexity) 
while undergoing birth and death. 
Secondly there are diffusion type 
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processes in which the individuals 
continually move infinitesimal dis- 
tances backward or forward while sub- 
ject to birth and death probabilities. 

Bailey (1968) last year commented 
on the availability in the literature 
of various stochastic processes 
relevant to biological populations 
and then went on to say, "In general, 
the results obtained relate to the 
probability distribution of the total 
number of individuals present in any 
class. The possibility of a spatial 
arrangement of individuals is usually 
ignored or not explicitly introduced 
as it entails a considerable increase 
in complexity." In this article he 
does bring in the spatial aspect. 
Populations exist at points in one, 
two, or three dimensional space and 
the individuals are subject to random 
birth and death as well as random 
translation to the nearest neighbor- 
ing populations. In discussing the 
need for more study about the joint 
probabilities of his models he 
comments that, "Most practical 
applications are of course more 
likely to involve two or three space 
dimensions, but it will probably be 
simpler to solve the one -dimensional 
problems first." In his conclusion 
he suggests that, "Methods are there- 
fore required not only of character- 
izing the behaviour of the process 
for general discussion, but also for 
testing the model against observable 
data." 

Studies of the Author 

We begin with very simple, but 
illuminating, non -stochastic pro- 
cesses involving population movement. 
This idealized spatial distribution of 
population is acted upon by a purely 
deterministic force which moves in- 
dividuals in an outward direction. 
It is shown that this kind of process, 
when acting upon a distribution of 
population, develops a complete hole 
in the center and suffers from lack of 
any fluctuation phenomena. Lest one 



be misled it is impossible to con- 
struct a model of city growth and 
spread based upon a purely deter- 
ministic force which will not develop 
a hole. 

In order that we may allow some 
individuals to remain in the center of 
our model city and yet require others 
to leave, it becomes necessary to in- 
corporate stochastic processes. A 
stratified model has been developed 
by the author in which we study the 
mean or expected number of individuals 
in each stratum as a function of time 
and initial conditions; individuals 
may move up (or outward in the city 
context) one stratum at a jump after 
a random waiting time. This model, 
which is built upon the analytical 
methods of Seal (1945) is a new de- 
velopment in that, in contrast to 
Seal's work, we start with initial 
numbers of individuals in each 
stratum and then proceed to examine 
how the averages of each stratum's 
count changes through time. We note 
that this structure lacks any fluctu- 
ation phenomena and that, although we 
have allowed random waiting times for 
individuals, once they are selected 
they can move only one step into the 
next higher (or outer) stratum. 

A further step has been a new 
application of stochastic processes 
theory in which random waiting times 
and random distances of movement in 

the outward direction upon selection 
are applied to a sectionally contin- 
uous spatial distribution model of 
population. Feller and others have 

examined stochastic processes where 

the element is affected by random 
waiting times and random distances of 

movement upon selection; but there 
do not appear to be any publications 
which apply these concepts to an 
initially spatially distributed 
population of individuals and then 

examine the time path of the popu- 

lation density function. The author 

has so done and incorporated rates of 

birth and death and applied some of 
the analytical procedures outlined by 

Bartlett (1966, pp. 75 -78). An 
expected population density function 
is derived in which we require 
differential elements of individuals 
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to move after random waiting times 
and then by random translations once 
selected. This concept is not new, 
but the derivation has been carried 
through in its entirety so that we end 
up with a process in which the spatial 
population density function changes 
through time by means of the movement 
of differential elements. 

Several applications, all of 
which are new, were then made of this 
expected population density process. 
Some of the explicit solutions involve 
modified Bessel functions. One case 
deserves special note. The spatial 
distribution of population on the 
plane is chosen to be initially in the 
uniform or rectangular form, as though 
individuals lived evenly distributed 
within a walled city with no one living 
outside. These individuals (or 

differential elements) are subjected to 
random waiting times, random movements 
in the outward direction upon selection, 
and rates of birth and death (at time 
zero the walls are flattened and the 
outward rush begins). An explicit 
solution is obtained, and it is shown 
that, except fc time zero, the 
population dens.Lty is always slightly 
higher slightly outside the center. 
The importance of such a result is that 
much, although not all, of the actual 
city data examined in the literature 
evidence central holes in population 
density. In the publications it has 
been suggested that this is a result 
of business interests concentrated in 
the center. The work of this author 
would suggest that such an effect 
might arise whenever there is a ten- 
dency of the inhabitants to move in an 
outward direction, especially if the 
city population density function is 
relatively flat near the center when- 
ever this outward movement begins. 

Up to this point we have con- 
sidered individuals to be affected by 
random waiting times and random dis- 
tances moved in the outward direction 
both of which are independent of the 
radial position of the subject. We 
then set up a model in which either of 
these random features is related to 
radial position. In either case we 
derive a Laplace transform which 
satisfies a differential difference 



equation. Explicit solutions are not 
derived. 

Fluctuation phenomena are then 
brought into the models by examining 
the behaviour of a spatial distri- 
bution of discrete individuals. We 
begin by deriving the probability 
distribution for position of a single 
individual who is subjected to random 
waiting times as well as random dis- 
tances moved in an outward direction 
once selected. The probability 
density for being at a point is then 
found as a function of time with the 
solution involving Bessel functions. 
A similar result is given by Feller 
(1966, p. 58). We build upon this 
process by next considering a spread 
out group of individuals each of 
whom is subjected to the above process. 
The expected density of individuals 
at a point is derived as a function 
of time. This simple derivation also 
represents a new development, and is 
important because the spatial aspect 
is brought into the model. However, 
it does not evidence any fluctuation. 

In order to include fluctuation 
phenomena resulting from random wait- 
ing times and random translations, 
two new processes are developed in 
which we derive the probability dis- 
tribution of counts of individuals 
inside a specified interval of 
position. A criterion is outlined 
for use of the model in city planning; 
a unit width of annular ring is 
defined for the city and then one 
asks how far from the center one can 
project the model before the co- 
efficient of variation begins to blow 
up. Beyond this point the model 
would be inapplicable; but anywhere 
inside the ring, the city planner 
could use his model for projections 
of future population densities. In 
this work we have set up general 
expressions for the calculation of 
the coefficients of variation. 

We should note several points. 
It is a fact that the movement of 
people through time in a city ex- 
hibits stochastic aspects. Intro- 
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duction of stochastic phenomena into 
city models is the only way of 
reflecting the birth, death, and 
movements taking place in city de- 
velopment. Stochastic processes do 
account for major qualitative 
features described by the de- 
mographers. Finally we have 
established a criterion for deter- 
mining the stability of our 
stochastic models. 
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Introduction 

ANALYZING PAIR DATA AND POINT DATA SOCIAL RELATIONSHIPS, 

ATTITUDES AND BACKGROUND CHARACTERISTICS OF 

COSTA RICAN CENSUS BUREAU EMPLOYEES 

C. H. Proctor, North Carolina State University 

with the two sociometric or "pair" variables. 

Linear statistical models have been 
widely used in sociology and even their more 
refined versions are being properly applied 
and wisely interpreted. So perhaps it is a 
fitting time to create a little confusion with 
the expectation that the problems eventually 
will be ironed out. The source of the present 
difficulty is sociometric or interpersonal data. 
In particular, it is often found possible to 
characterize, with a variable value, the state 

of the relationship between two persons. The 
problem is how to investigate the association 
between such pair variables and the more 
customary point data on the same persons. 

The issue has been quite a bit discussed 
under the title of "ecological correlations" 
for the case that groups of persons or house- 
holds are analyzed as well as the persons or 
households. The notion of "nested models" in 
analysis of variance parlance with components 
of variance or intraclass correlation formula- 
tion can aid in interpreting such data but 
this viewpoint seems rather specialized. It 
views the aggregate as a sum of group compo- 
nents and individual components, and the 
variables measured on the individual parts are 
the same as those measured on the aggregate. 
In the setting we wish to work, the variables 
are different. 

To make the problem hopefully easier to 
discuss we will take a concrete example. The 
data of this example were collected by self - 
administered questionnaires from the employees 
of the Costa Rican Census Office in 1952. 
There are three classes of variables that will 
be analyzed. These are: 

(1) Three attitude -toward -work items, 

(2) Interpersonal structure measured by 
two seta of sociometric choice data 
using the criteria: want -to -work- 
with and have -coffee -with, and 

(3) Seven background variables (five 
sections of the office as represented 
by four indicator variables, 
schooling, age and sex). 

The interpersonal or sociometric variables 
were scored as mutual mention, one -way, or 
indifference for every pair of persons. From 
the 63 persons responding, there are 1,953 
unordered pairs and 3,906 ordered pairs that 
can be formed. The other attitude and back- 
ground variables were scored for each person 
and can be called "point" variables to contrast 
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Preliminary Calculations 

The initial approach to the data was 
pre -statistical, in that there was no thought 
of a probability mechanism, no parameters and 
thus no estimation. A regression analysis was 
done using the 1,953 pairs as the units of 

analysis. The three interpersonal structure 

pair variables were called: strength, direc- 

tion, and unbalance and will be denoted z1, z2, 

and z3, respectively. Their values were as 

follows: z1 = 0 for indifference, z1 = 1 for 

one -way and z1 2 for mutual mention; z2 = +1 

when the first person mentions the first, 
z = -1 for the reverse and z = 0 if indif- 
fé2rence or mutual; while z3 if one -way 
and zero otherwise. 

The point variables were used to form 
signed differences (first person's score minus 
second person's) and also to form absolute 
differences. These transformed variables then 
become pair variables derived from point 
variables. Thus there were 6 attitude plus 3 
interpersonal plus 14 background equals 23 
pair variables. 

The causal mechanism that was posited 
had background variables giving rise to the 
attitude scores and also to the interpersonal 
structure with the structural variables further 
affecting the attitude scores. The path 
diagram is as follows: 

Interpersonal 
Structure 

Attitudes 

Thus, two sets of regression equations for the 
pair variables were examined. 

(1) Both attitude and structure on 
background; 

(2) Attitude on structure with both 
adjusted for background. 

When the coefficients were examined and 
when interpretations were attempted the results 
made good sense but there was also a good bit 
of nonsense introduced by the naive approach. 
Several points emerged: 

(a) The signed differences and 
direction (z,) variables are both 
asymmetric, tn that they change 



sign when the order of the pair is reversed, 
but the absolute differences along with 
strength (z1) and unbalance (z3) are symmetric. 

That is, they do not depend on the order of 
the pair. These two kinds of variables ought 
not be mixed in the same regression analysis. 

Although it was interesting to see 
how background affects structure, it does 
not seem advisable to "adjust" structure for 
background when examining how structure 
affects attitudes. This is a substantive 
question of outlook to the causal mechanism. 

(c) The F- ratios and regression coeffi- 
cient t -test statistics under the independent 
observation model between the signed differ- 
ences (attitudes on background) were stupen- 
dously large and do require to be corrected.' 
The regression coefficients themselves are, 
however, numerically equal to those of the 
point variable analysis. 

(d) The regression of structure on 
background may be calculated and interpreted 
under the usual model, namely fixed indepen- 
dent variable with independent homogeneous 
error, but counting 1,953 observations. 

(e) Using absolute differences makes 
the model equation assumptions problematic ani 
this will be treated below. 

The computations were then redone by 
first regressing the attitude point variates 
on the background point variables and then 
calculating residual attitude point scores. 
These residuals were used to compute absolute 
difference pair data which were then regressed 
on strength and direction, while the signed 
difference of residuals pair data was regressed 
on direction. The regression coefficients of 
these three analyses appear in Table 1. 

The regression coefficients, and in this 
instance even the accompanying t- values, that 
were produced by the computer can be used to 
screen relationships. Under this criterion 
attitude differences over whether coworkers 
should be friends showed dependence on both 
the coffee and the work interpersonal struc- 
tures. When the strength of the relationship 
increased, the attitude differences decreased. 
The distribution of absolute differences them- 
selves are shown by coffee relationship 
strength class in Figure 1. Also shown there 
are the log (Absolute difference + .1) trans- 
forms. This log transform was suggested by 
an argument to be presented shortly and appears 
to have stabilized the within -class distribu- 
tions. 

The analysis of variance of the log 
transformed absolute differences shows that 

= -.81, s2 = 53 for n0 = 1917 pairs at 
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zero strength; -.89, = 78 for n1 = 19 

pairs (one -way coffee choices); and y2 = -1.50, 

= .62 for n2 = 17 pairs of strength 2 

(mutual coffee choices) The pooled estimate 
of error variance was s = 5316. Thus the 

differences themselves gradually decreased 

with an increase in the strength of the rela- 
tionship. The distributions are reasonably 

well behaved as Figure 1 shows and the 
variance homogeneity is encouraging. Incidenti- 

ally, the analysis of variance for the abso- 
lute differences led to F = 3.91 while for the 
log transformed differences F = 7.69 for the 
same case of three levels of strength. This 

difference in F values could be due to the 
large population fourth moment of the untrans- 
formed data, and an unexpectedly large over- 
estimate of the error variance. 

Statistical analysis 

To interpret these means and variances 
some stochastic model needs to be suggested. 
There seemed to be two main approaches to 
explaining the data. Either census bureau 
employees begin by taking a variety of stands 
on the attitude question and then move together 
if their relationship is close or they begin 
by being initially identical and move apart if 
their relationship is not close. The model we 
will use supposes a process of random separa- 
tion or drifting apart of two people that is 

modified by a gradual passage to uniformity or 
agreement if a relationship exists. 

Although the following derivation is 

historically faithful to its conception and is 
given to bolster its use, the model should not 
be judged exclusively by this line of reason- 
ing. Let dij(t) be the difference in attitude 

scores between two persons i and j at time t. 

This has a sign. (t) is a more appropriate 

measure of distance as it has no sign, and 
will be used in the following. When dealing 
with quantities that have no sign the sub- 
scripts i,j will be taken with i < j (only 
the upper triangle of the matrix is used). 

Nov (t +l) should be related to (t) in 

some way. If this relationship is represented 
multiplicatively as: 

+ 1) = .(t)..(t + 1) 

(t + 

ij 

where Xij is the strenh of the relationship 
between i and j and e is the, systematic 

(t + 1) 
multiplier while e is the random 



Table 1. Regression coefficients for pair analyses, boxed coefficients exceed 2 standard errors. 

Regression 

Run 

Independent 

Variable 

Dependent Variables are indices of extent 
of work -rational orientation to: 

Salary 
Allocation 

Explaining 
Mistakes 

Friendship 
among Co- workers 

I. Point Regression: Jefes -.076 -.120 .451 

Secretaries 323 .117 .219 

IBM .323 -.339 .170 

Coding .251 .379 -.052 

Age -.071 .106 

Sex -.109 -.023 -.195 

School .038 -.079 -.033 

II. Pair Regression: 

Work Pairs Strength -.043 .152* -.105 
Unbalance .069 -.199 -.015 

Coffee Pairs Strength -.073 .046 

Unbalance -.078 -.164 .131 

III. Pair Regression: 

Work Pairs Direction .034 .010 -.118 

Coffee Pairs Direction -.137 .101 

Separate Pair 
Regressions: 

Work Strength -.060 .164* -.129 
Coffee Strength -.079 .070 -.121 

*These coefficients were close to twice their standard errors. 
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Fig. 1. Distributions of absolute differences and of log transformed differences by strength 
of coffee pair relationship. 
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one. Taking logs and cancelling 2's leads to: 

log1 + 1) = 

+ log dij(t) 1 + 

or by rewriting the terms in an obvious way 
(logi = Dij): 

+ 1) = + Dij(t) + + 1). 

In order to further normalize the distribution 
of the the values yij = I+ .1) 

were analyzed but the discussion will proceed 
with D. Moving toward a slight bit more of 

generality we can dispense with a as the 
single linear regression coefficient and use 
an effects model as: 

Dij(t + 1) = a(Xij) + Dij(t) + + 1) 

which a is a function; namely: 

a(0) = 

a( 2) 

If it be supposed that V(5..(t)) = 

for all t and the are independent from 

one time to the next then we can follow the 
course of Dij(t) through time as a function of 

Xij and deduce some convenient distributional 

properties. If Xij = 0 and we take to begin 

the process = D 
0 

say, then 

Dij(1) = 0 + Dij(0) 

Dij(2) = + Dij(1) 

+ Sij(1) = DO+ 8ij(1) 

+ Sij(2) = D + Sij(1) 

+ Slj(2) 

t 

Dij(t) = + E Sij(k) 
k-1 

However if X. = 1 or 2 then (taking Xij = 1 
for example) 

= + D 
0 

+ 

D. (2) = + + DO + + 

t 

Dij(t) = tal + + E Sij(k) 
k=1 

Similarily: 
t 

Di(t) = ta2 + DO + E Sij(k), for X. 
k=1 

For data that are from a one- point -in- 
time survey, such as are those of the present 
example, one cannot know t. It could be 
supposed that attitude reassessment occurs 
very frequently so that t (the number of 
reassessments) is very large and then we would 
suppose that and a2 are very small but as 

t increases -> 
2 
and the variances of each 

of the also are very small so that again 

as t increases (k)) -> 
k =1 

the model equations then become: 

D. (survey time) 

(1) Dij(survey time) 

D..(survey time) 

= 

if.Xi = 

= D + + Si 
j, 

if Xij = 1 

= + X2 + 

if Xi = 2 

with j) = 

These equations have the flavor of an ANOVA 
model. Before using the F -tests suggested by 
this formulation, a problem would seem still 
to be the dependence among the Here the 

patterns are numero.s but still finite. The 
major departure could be expected as a correla- 
tion between a certain Sij and the associated 

ones of the forms Sij, or where the 

primed subscript is unequal to the correspond- 
ing unprimed one. 

Since there are 1953 pairs there become 
1,906,126 pairs of pairs. Of these, 119,133 
or about 6.3% have a subscript in common. 

Table 2 shows twelve types of pairs of pairs 
(the upper number is of mutually exclusive 
pairs and the lower gives the overlapped pairs) 
as counted from the coffee structure. 

If such seems reasonable, it may be 
supposed that the 5.41s of overlapped pairs of 
pairs were correlat while the mutually 
exclusive pairs were not. To investigate such 
a possibility, a sample of 10 pairs from 
Table 2 was drawn at random from pairs with 
strengths 1 and 2 (See Table 3). The pairs 
of pairs were found to include 39 mutually 
exclusive and 6 overlápped. The ten residuals 

minus fitted y. were recorded and from 
them the differences were computed and then the 

= 2 variances of differences of the two types were 
calculated separately. These data are given in 
Table 4, along with the original data for 
strengths 1 and 2 in Table 3. This gave: 
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Table 2. Counts of Non -overlapping and Overlapping Pairs of Pairs by Combination of 
Strengths of the Pair (number before plus sign is of non -overlapping pairs 
of pairs) 

Strength of One 
Pair 

Strength of Other Pair No. of 
Pairs 

o 1 2 

1,723,122 
+113,364 

n0 = 1917 

1 32,788 163 n 1=19 
+3,635 +8 

2 30,428 306 118 n =17 
+2,161 +17 +18 2 

P 
= 8373, and = .0815, respectively. 

If and are mutually exclusive it is 

supposed that V(5. - 2o- but if not, 

then 
V(6.. 

- 5. = 
V(5. 

- = 22(1 -p). 

One could, therefore use .0815/.8373 .0973 

as an estimate of 1 - p. Thus p = .90, quite 

a sizeable correlation and worthy of special 
attention. 

To obtain unbiased estimates of the 
parameters D0, X1 and X2 is straight forward 

using the mean values from the three classes 

(recalling YO = -.81, y2 = -.89 and 

2 
= -1.50). The results were: DO = -.81, 

A A 
= -.89 + .81 = -.08, 2 = -1.50 + .81 = -.69. 

The crucial parameter in representing 
the effect of social structure on attitudes 

would seem to be a.2 whose estimate is 

= -.69. To test if %2 = 0 is tantamount to 

deciding if there is an effect. The suggested 
test procedure is as follows. 

It can be fairly judged that X2 will be 

covered by the central limit theorem. To 
estimate its variance one must take into 
account the covariances of overlapped pairs 
of pairs. These arise in three places in 

each of V(5.0) and V(2) as well as in 

Cov The following computation is 

based on Table 2. 
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- Y2) = V(5'0) + V(Y2) - 2 Cov(ÿ0, 5'2) 

1 2(9)113,3641 

917 19172 

2(.9)18 

2(9)2161] [532] 
1917 17 

ft1917 
1 

+ 

+ 2(.9) 113 364 18 

19172 172 

2161 
[.532] 1917. 17 

= [.10762344][532) = .05725567 

As an example, consider the expression for 

V(y0). The estimate itself is the mean of 

1917 quantities, but not independent quantities. 
From Table 2 one finds that 113,364 pairs are 
correlated. 



Table 3. Values of = log + .1) for Strengths 1 and 2. 

Strength 1 

Yij 

Strength 2 

3,6 -2.18 -2.18 

5,9 -2.01 7,16 -1.32* 

5,54 - .01 10,40 -2.24 

8,34 + .09* 10,50 -2.18* 

10,27 -2.07 11,13 -1.69* 

15,26 - .94 11,14 -2.02* 

16,43 -1.71 11,54 -1.49* 

18,25 + .10* 13,14 -1.88* 

20,41 -1.75 13,54 -1.97 

23, 56 -1.15* 14,54 -1.64 

26,43 -1.30 15,18 + .19 

29,61 - .19 15,56 -1.87 

30,55 - .57 30,42 -1.83 

35, 41 - .53 30,58 - .11 

37,43 + .13 32,51 -1.12 

42,55 - .29 40,50 -2.12* 

46,52 -1.79 42,58 - .05 

47,62 + .20 

-1.19 

n1 =19 n2 =17 

= -.8096 = -.8926 

*Pair sampled to estimate p. 



Table 4. Differences (in absolute values) of residuals from Table 3 
for overlapping pairs of pairs and for mutually exclusive 
pairs of pairs. 

Mutually Exclusive Overlapping 

.01 1.60 1.61 .86 .69 .06 

1.24 1.25 .44 37 3o .33 

.8o .81 .42 .70 .43 .20 

1.66 1.67 .07 .17 .10 .19 

1.17 1.18 .26 .56 .39 .53 

1.50 1.51 .8o .63 .14 

.97 .98 .12 .49 .24 

1.36 1.37 .36 .16 

Sum of Sqs. 32.6538 SS = .4891 

Average squared difference = .8373 Av. Sq. Diff. = .08152 

Thus 

= V + y2 +... + 11917)1 

V(yi) + 2 E E Cov(Yi,Yi) 

(1917 + 2(113,364)p 

The standard error of X2 then is S.E. (X2) = 

.2393 and a test of = 0 may be based on the 

critical ratio of .69/.2393 = 2.88. There is 
evidence that Xl 0 from the fact that the 

probability of a standard normal deviate 
exceeding 2.88 is about .002 

The previous analysis (suggested estimates 
and tests) appeals to an analogy with the 
analysis of variance. The model equations are 
the same except for the dependence among the 

When that dependence is characterized 

by a non -zero covariance ( say) between 

5ij and when the sets (i,j) and (k,h) 

overlap, but zero otherwise then some interest- 
ing problems arise concerning the covariance 
matrix of the Let the single (generic 

subscripts r and s replace the pair subscripts 
(i,j) and (k,h) in which the range of r and s 
is 1, 2, ., n(n- 1)/2(= m say), and let the 
ordering on r and s be such that r < s if 
i < k or when i = k if j < h (recall that 
i < j and k < h by convention). Now the m by 
m covariance matrix of the = Sr will be 

denoted V where V contains l's along the 
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main diagonal and a scattering of p's and 0's 
off the main diagonal. 

The model equations (1) can be rewritten 
in matrix notation as: 

(2) = + d with E(d) = and 

E(d d') = 

Here and d are m x 1 and X is m x p where 
p is the nuaber of parameters. 

In the particular example given above 
e' = (D0, and the 1,953 by 3 incidence 

matrix X consisted of 0's and l's. The 
estpmate of e given by least squares theory 
is : 

= -1 X' V-1 Y 

The naive estimators suggested above are 
these with V = I. 

Fbr the present data such estimates 
(with V I) were not calculated, and this for 
two reasons. The size of V is such as to 
make its inversion a doubtful computing opera- 
tion and also the value of p was not known. 
Consequently, it is not known how closely the 

naive estimates = ( -.81, -.08, -.69) are to 

the least squares ones or, more to the point, 
how the variances of the naive estimates 
compare to those of the least squares ones. 

Although the naive procedures may soon 
become replaced by the least squares or even 
better ones, let us try to cast them in a 
slightly more general notation. The naive 



estimates are = (X'X) X'y as mentioned 

above. The p by p covariance matrix of is 

given by: 

E(á é') = 2 -1 X' 
-1 = say. 

For the usual ANOVA arrangements of X the 
entries of this matrix can be calculated using 
counts of overlapped pairs as in Table 1 above. 
The efficiency of the method of sub - sampling 
the pairs as described above and the calcula- 
tion form for estimating p is not known. It 

was dictated by my limited computing resources. 
For example, the estimate of p cannot be 
expected to be unbiased even though the 

estimates of and (1 - p) are. The 

estimates for these based on and 
lap. 

are themselves not unbiased due to some 
slight negetive covariances among the 
residuals. 
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FOOTNOTES 

1. This comment was strongly prompted by 
seeing the paper by W.H. Sewell and V.P. Shah, 
"Parent's education and children's educa- 
tional aspirations and achievement," Am. Soc. 
Rev., 33:191 -209, April 1968. 

2. The factor involved appears to be the 

multiplier (n- p- 1)/[(2) -p -11 which is to be 
applied to the F- ratios and its square root 
to the t- values of the paired variables 
analysis to obtain those of the single 
variable analysis. Here p is the number of 
independent variables in the regression. 

3. Kendall, M.G. and Stuart, Alan. The 
Advanced Theory of Statistics, Vol. 2, 
New York, Hafner, 1961, p. 87. 

4. Anscombe, F.J., "Examination of Residuals," 
in Proceedings of the Fourth Berkeley Symposium, 
University of California Press, 1961. 



ATTITUDE FORMATION AS A FUNCTION OF INFORMATION THROUGH TIME* 

Arnold Gordon, Northeastern 

We are concerned with the history of a 
specific attitude (such as hostility) as it deter- 
mines an individual's social interaction. The 
social response of one individual to another, 
or to a group, may depend on the readings 
which the individual has from various indica- 
tors reflecting the attitudes of others. Social 
response may also be a function of how these 
readings are retained. 

This paper will attempt mathematical 
models (suggested by Milton Friedman's eco- 
nomic model for expected income) * ** to de- 
scribe the genesis of an emotional attitude, 
through time, as the subject is exposed to 
varying amounts of information. The models 
will be deterministic and stochastic. * * ** 

May one predict, for example, what part 
(or proportion) of felt hostility will be express 
ed by an individual in units of time? In a day, 
week, or month, the environment moves atti- 
tudes in each of us. Hostility adds in units of 
time. Also, engendered hostility is reduced 
(forgotten, decays) in symbolic and overt indi- 
vidual responses in these same units of time. 

This submission is in two parts; Model 
One suggests that current measurement of an 
attitude is most influenced by the bits of in- 
formation historically closest to the measure. 

Model Two suggests formulas for follow- 
ing and predicting attitude development. 

Model One 

Let us assume what appears logical: an 
attitude is most influenced by its most recent 
experiences. 

Let H be hostility experiences in any 
time interval. H in one interval is equal to H 
in any other time interval. 

We call the present time point of mea- 
surement T. The unit of time, of which T is 
the end point, is called t. t-1 precedes t. 

Let i be a t period influenced by H. 
i = 1, 2, 3 .... n, such that, i n. 

Let the proportion of H retained or for- 
gotten in the i th interval, after the t interval 
in which it occurred, be Pi. 

There are numerous possible t period 
combinations and their associated Pi propor- 
tions (or ratios). The mean, M, of these 
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possible combinations is: M = Pi i (a) 
i =1 

Let the values of H, measured at T, be 
VT , so that: 

VT = Ht (1) + Ht 1(1 - Pi) +Ht 2 (1 -P1- P2) + 

... + Ht - n + 1 (Pn) (b) 

VT is the historical influence of Pi proportions 
up to the present moment, T. We note in 
formula (b) (if Ht (1) represents 100% of hostil - 
ity feeling at time T) that each succeeding Pi 
unit subtracts larger and larger amounts from 
Ht (1), therefore, remoter time units carry 
less and less weight. 

Note that (a) and (b) are deterministic 
formulas. The H influence is not random and 
H is constant over time with zero variance 
between periods. Pi represents constant pro - 
portions through time so that, if P1 is 50%, 
then 50% of H decays in the period immediate - 
ly before the interval in which Ht was made. 

Psychology, with its usual nominal and 
ordinal measuring scales, would appear unfit 
territory for deterministic approaches. Later 
we shall deal with a stochastic theory. 

Since, by assumption, Ht= Ht = n' 
from (b) we find: 

VT =H l +(1- Pi) +(1 -Pl - P2) (c) 
and VT = H + P2 + P3 + + Pn) 

+(P2 +P3 +Pn) 
+(Pn - 1 + Pn) +Pn) (d) 

Pn is in n expressions and Pn -1 is in n -1 
expressions, therefore: 

VT = H 1 Pi + 2P2 + 3P3 + + n Pn) (e) 

and from (a): 
n 

VT =H Pi =HM (f) 
i =1 

The memory schedule for hostility, H, 
refers to the proportions of H in the various 
categories. The proportions of H in one t 
period over VT is: 

Ht (1) / HM (g) 

Ht-1(1-Pi)/HM 
Ht- 2(1-P1-P2)/HM 



Ht n + (Pn) / HM (i) 

Since H is constant, we may cancell and 
add: 

(Pi +P2+P3+... +Pn) / M (k) 

(P2 + P3 + + Pn) / M (1) 

(P3+... +Pn) / M (m) 

(Pn) / M (n) 

In the addition of each numerator of for- 
mulas (k) through (n) we have the proportion 
of remembered hostility from various time 
periods, which is what remains after forget- 
ting. Apparently, we may achieve as many 
different estimates of hostility summations as 
there are Pi retention terms. Recall that each 
i category in the retention schedule (between 
the parenthesis signs, above) represents Pi's 
which are first responding to the influences of 
an earlier H time interval. Pi is that propor- 
tion of total hostility which is still felt, or 
forgotten, in one unit of time. 

For example: 

1. 

2. 

Assume each new, different, hostility ex- 
perience to be totally felt (equals 100%). 

Assume each t time period to possess its 
own new, 100% hostility (H). 

3. Assume H is forgotten at the followingrate: 

t - = 50% = 

t - 2 = 30% = P2 

t - 3 = 20% = P3 then, 

Sum of 
t -1 
t- 2 

t H t -1 t -2 t-3 t-3 VT 

1 100 100 

2 100 50 50 150 

3 100 50 30 80 170 

4 100 50 30 20 100 170 

5 100 50 30 20 100 170 

6 100 50 30 20 100 170 
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Starting at level t3, we note the vertical 
VT column is the same number, 170, as those 
below it. We suggest that the normal human 
animal eventually reaches some level of healthy 
hostility control. A level where incoming con- 
scious hostile experiences balances those for- 
gotten. 

Pl + P2 + P3 (in t3 above) estimates the 
distribution of hostility for single time periods: 

(O. 5X1) + (0. 3X2) + (0. 2X3) = 1.7 

The illustration assumes new hostility 
to every i period. Skipped, or infrequent H, 
suggests that residue hostility may completely 
decay. 

Evidently the younger memory categor- 
ies (t -1 is the most recent; t - n + 1, the oldest 
are weighthier through time relative to older 
memories. This should indicate that our im- 
mediate hostile experiences are more potent 
to retention than older ones. 

In all the above work we have assumed 
determinism, stability, and constancy of i, 
H, t, and Pi. Psychology, however, is a 
science of random variables. What is control 
and prediction in it is correlation and values 
varying within and 'thout significance levels. 
Once we accumulate .sufficient information on 
past VT values and assume normality, we may 
then set variance limits about the mean. 

We assume, briefly, one stochastic ap- 
proach as follows: Let H be a random variable 
in one t period of varying size. Suppose we 
have only two possibilities for i, one and two, 
i. e. , hostility decays after one period or after 
two. 

Assume, also, that the proportion decay- 
ing after one can be either 0.4 or 0. 6 with a 
probability of one -half for each. Hostility 
which does not decay after one must, in this 
pretense, decay after two. Also, for 2, there 
is a 0.5 probability that 60% will be forgotten 
after two periods and 0.5 that 40% will decay 
after two periods. 

Given the above, the mean hostility 
period equals: 

0.5 
1(0.4)+ l(0.4)+2(0.61 +0.5 
(0. 6) + 2 (0.43 = (o) 

1 (0. 4 + 0.5 (0. 6) + 2 E. 5 (0. 6) 
0.5 (O.4 = (p) 



1 (O. 5) + 2 (0. 5) = 1. 5 (q) 

(o) computes the mean, using the previ- 
ous assumptions, as follows: There are two 
probability distributions, each having one -half 
weight (probability) in the total. In the first 
distribution, 40% of felt hostility is forgotten 
after one period, 60% after two periods. For 
the second distribution, 607 decays after one 
period, 40% after two. The two combined 
distributions terminate in (q); (q) demonstrates 
50% retention after one period and 50% reten- 
tion after two. 

Sigmund Freud's approach (early child- 
hood experiences are vital to personality devel- 
opment), and the current Harvard University 
studies on the first three years of life (Drs. 
Burton White and Jerome Bruner), appears 
against our hypothesis that the most recent 
attitude experiences are the most influential. 
Future investigations might pursue this: tech- 
niques or mechanisms for handling attitudes 
are formed as a function of our earliest experi- 
ences. When and how these mechanisms are 
called in to use is a function of our most recent 
experiences. 

Model Two 

Let us assume a person has a psychi- 
atrically approved(normal, healthy, adjusted) 
optimal way of handling hostile feelings. He 
may then behave non - optimally in two extreme 
forms: rigid and repressed on one hand, 
violently anti - social on the other. It is an ob - 
vious convenience for psychologists to be able 
to trace and predict future deviant behavior. 
Numerous instruments describe personal ity 
at the time of measurement. Model Two pro- 
poses an ongoing series of correlated person- 
ality tests, administered at stated intervals, 
sufficient to indicate a trend. It may also 
proclaim, to therapist and counselor, which 
single time unit is noteworthy in abnormal 
behavior. 

The following is untested theory: 

1. The ratio of overtly expressed hostil- 
ity provides a personality measure 
of hostility equilibrium, or control, 
in a unit of time t. 

m =H1 /H2 
where, m = proper handling of 
hostility in one unit 

H1 = overt expression 
H2 = memory hostility 

(r) 
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2. The ratio of expressed hostility (H1), 
to present hostile external stimuli 
(H22), is also a measure of person- 
ality control in one unit of time t. 

m = / H22 

3. Therefore, m = / H2 + H22 (s) 

4. The aging schedule, M, or what 
happens to hostility through time, 
may be an effective way of currently 
handling and predicting personality 
deviations. 

5. The mean average of H2 + H22, in 
many time periods, is a predicting 
measure of H1 in one period for 
normal individuals. 

6. Let R2 equal H2 + H22 in any time 
interval. Let R2 in one interval be 
equal to R2 in any other interval. 

7. One time period may be a day, week, 
month, etc. 

8. Let m (number 3, above) in the i th. 
interval be Pi. Pn indicates m 
through n periods. There are, theo- 
retically, unlimited combinations of 
Pi patterns starting and interacting 
in different t periods. 

9. The mean, M, of all Pi periods is: 
n 

M = Pii (t) 
i =1 

10. Finally, let the total value of H1 at 
time T be VT. 

The above purports to be a determin- 
istic model where the exogenous variables are 
not random. R2 is constant and equal in dif- 
ferent is with variance zero. Pi is a constant 
proportion in different intervals, not a prob- 
ability. In equilibrium, R2 for t equals R2 for 
t + 1, t + 2, etc. ; also, Pi at t equals Pi at 
t + 1, etc. 

VT R2t (P1) +R+1(P2)+R2t+ 2 (P3)+... 
+ R2t - n + 1 (Pn) (u) 

The first term to the right of the equal 
sign signifies R2 for period t, part or all of 
which may transform into The second 
term includes residue from P1 in P2, plus 
new R2 for period t + 1. The third term 



includes residue from P1 + P2 plus new R2 for 
period t + 2, and so on. 

Since, by assumption, = R2 t + 1, 

expression (u) is rewritten as: 

VT = R2 +P2 +P3 - 1 +Pn(v) 

Because Pn is equal in n expressions, 
VT is rewritten: 

VT = R2 (1P1 + 2P2 + 3P3 + + nPn) 

Substituting formula (u) in (x): 

VT =R2 Pi =R2M (x) 
=1 

(w) 

M=VT/R2 

R2 

and 

and 
(Y) 

(z) 

Equation (x) proposes that hostile ex- 
pression, H1, is a function of past retention. 

Equation (y) suggests that, in equilibrium, 
an effective control of hostility depends upon 
the reduction of R2 tension through time. 
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Formula (z) indicates that average, 
over -all hostility, may demonstrate the effec- 
tiveness of adjustment in a single time unit. 

We suggest the Minnesota Multiphasic 
Personality Inventory (adapted) as an instru- 
ment for Model Two measurement in single 
time periods: One of the secondary scales, 
hostility (Ho). 

* Presented at the August, 1969, annual 
meeting of the American Statistical 
Association, New York City 

** 

* 

Psychology Department, Northeastern 
Illinois State College, Chicago, Illinois 

Milton Friedman, A Theory of the Con- 
sumption Function, Princeton University 
Press, Princeton, 1957, Chapter 3. 

The writer is grateful for the critical 
evaluations of Haskel Benishay, Professor 
of Managerial Economics, Northwestern 
University. The writer alone is re- 
sponsible for judgement errors. 



THE 1970 SOVIET CENSUS OF POPULATION: CONTENT, ORGANIZATION, AND PROCESSING 

Frederick A. Leedy, U.S. Bureau of the Census 

On January 15, 1970, the Soviet Union will begin 
taking its fifth census of population. Soviet 
law has no requirements for regular censuses, and 
the four previous enumerations of the population 
in the U.S.S.R. were taken at varying intervals- - 
1920, 1926, 1939, and 1959. The one comprehen- 
sive census of population in Russia prior to the 
Soviet period was taken by the Tsarist Government 
in 1597. 

Plans for the 1970 census call for the same elab- 
orate and extensive preparations and procedures 
which have characterized all censuses in the 
U.S.S.R. since 1926, plus several innovations 
including the use of sampling procedures for part 
of the questions to be asked, the use of special 
schedules to collect data on the able -bodied pop- 
ulation that is not employed and on the commuting 
habits of workers and students within the major 
urban areas, and the use of electronic computers 
for processing the results. This paper will 
describe briefly the preparations being made for 
the census, the enumeration procedures to be used, 
the questions to be asked, and the plans for 
processing and publishing the results. 

Preparatory Work 

Preparations for the census have been underway 
for a number of years. The Administration for 
the All -Union Census of Population, which was 
established within the Central Statistical Admin- 
istration of the U.S.S.R. in 1957 to take the 
1959 census, has remained as an integral part of 
the statistical system and presumably has been 
developing plans for the 1970 census from the 
time it completed work on the 1959 census. Since 
official announcement of this next census was 
made on May 1, 1966, there have been numerous 
meetings and conferences held to discuss the 
census program and procedures, and many articles 
devoted to the subject in journals and the press. 

In March 1967, a test census was taken in nine 
rayons, or counties, of varied geographic, eco- 
monic, and social characteristics throughout the 
country. This census, which covered some 536,000 
persons, was designed as a pretest of both ques- 
tions to be asked and enumeration procedures. As 
a result of that experience, the questions con- 
tained in the present schedules were approved and 
numerous questions, particularly those on details 
of fertility, migration, and housing, were 
deleted. In addition, the Census Administration 
decided that a self -enumeration procedure did not 
work well and should not be used in the full 
census.l 

During the latter part of 1965 and the first part 
of 1969, regional, county, and local offices of 
the Statistical Administration have been engaged 
in the detailed work necessary to delineate 
enumeration districts. Under direction from the 
Council of Ministers U.S.S.R., all republic, 
regional, and local soviets have provided assis- 
tance to the statistical offices in preparing 
lists of populated places, verifying boundaries 
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of all political subdivisions, correctinE 
updating maps, compiling lists of all 
and dwellings in each populated place, and check- 
ing the accuracy of urban dwelling registers and 
village household registers. On the basis of 
this work, which has been given great attention 
and apparently is being carried out in exhaustive 
detail, all cities and counties have been divided 
into census districts, instructor (crew -leader) 
districts, and enumeration districts.2 

As part of this preparatory work, a mass publici- 
ty campaign has been building up, and from now 
until census time it will attempt to acquaint 
every Soviet citizen with the census and obtain 
his cooperation. Millions of brochures and leaf- 
lets are to be distributed, the press, radio, and 
television are to be utilized, and massive 
numbers of "agitators" from the trade unions, 
Komsomol, and other organizations are to give 
lectures and lead discussions on the census.3 

Staffing and Training 

Plans call for the recruitment of some 670,000 
special personnel to conduct the census, includ- 
ing 540,000 enumerators, 100,000 instructors, 
26,000 census district chiefs, and 4,000 assist- 
ants to the heads (inspectors) of the statistical 
offices at the county level.4 This is an 
increase of nearly 100,000 over the 574,000 
persons actually used in 1959 (of whom 465,000 
were enumerators). Each enumerator in urban 
areas will list an average of 675 persons; each 
enumerator in rural areas will list an average of 
575 persons. 

The temporary personnel will consist of school 
teachers, instructors and students from colleges 
and vocational -technical schools, and employees 
of factories, offices, collective farms, and 
state farms. All will be selected by the local 
statistical office, with the approval of the 
county or city soviets. Employed persons will 
continue to receive their regular salaries while 
absent from their jobs, which will be from 17 
working days for enumerators to 56 working days 
for assistants to the heads of the county statis- 
tical offices. In 1959 the temporary census 
workers received an enumeration bonus in addition 
to their regular pay, although this has not been 
mentioned for the 1970 census. 

Brief training courses are to be held for each of 
the various categories of personnel. They began 
in June for the chiefs of the republician statis- 
tical administrations and will end in December 
when enumerators will be trained. 

Enumeration Procedures 

During a period of 4 days before the census 
begins, each enumerator is to make a complete 
tour of his district, checking the map and list 
of dwelling units prepared by the statistical 
office. He is to call on each household, verify 
the address and name of the head of the household, 



note the number of persons living there, and 
determine what time will be most convenient for 
him to call to take the census. When in the 
opinion of the enumerator the members of the 
household are capable of completing the census 
schedule, he will explain it to them and leave it 
for them to fill in by the time he returns during 
the census.5 

In households where he finds able- bodied members 
who do not work in a factory or office or study 
full -time, but who work only in the household or 
on their small plot of land, he is to leave a 
special questionnaire for completion prior to his 
return at the time of the census. This question- 
naire is designed to obtain information on the 
age, sex, education, specialty or profession, and 
desire for work of each such person and, for 
women in this category, the number of children 
and the need for their outside care. Similarly, 
in cities of 500,000 or more population and their 
adjoining counties, the enumerator is to leave at 
all housholds a questionnaire designed to obtain 
information on the so- called "shuttle" or "pendu- 
lum" migration within the urban area --that is, 
the age, sex, place of residence, and place of 
work or study of all employed persons and full - 
time students living in the area. 

On the last day of this precensus tour, and after 
the enumerator has checked all dwelling units in 
his district, the instructor is to designate, by 
a "mechanical" method, every fourth unit on the 
enumerator's list as those units which are to be 
asked the sample questions. In those autonomous 
republics and regions established for specific 
nationality groups which have a population of 
less than 500,000, the full set of questions will 
be asked at every household, not every fourth, so 
that information in the sample schedule can be 
obtained and tabulated for minor territorial 
subdivisions. 

At 8:00 a.m. an census day, Thursday, January 15, 
the enumerator will begin the actual enumeration. 
He is to visit each dwelling unit and by personal 
interview complete the census schedule. All per - 
sons living in the apartment or house are to be 
listed, by family; thus two or more families can 
be listed on one schedule. The enumerator also 
will verify and pick up any schedules or special 
questionnaires he left on his precensus tour. 

The census is to be taken during the -day period 
from January 15 through 22. On January 22 and 23 
all enumeration materials are to be turned in to 
the instructors for checking and verification. 
For the following 6 days, January 24 through 29, 
the instructor, with each of his enumerators, is 
to make a series of "control tours." In urban 
areas, he and the enumerator are to visit half of 
all dwelling units in each enumeration district, 
verifying all entries on the schedules for that 
unit, and adding any persons omitted during the 
census. In rural areas, the instructor is to 
visit all dwellings in half of his districts. 
Thus, all dwelling units are visited two 

times during the census, and half are visited 
three times. It is to be noted that during the 
control tours after the 1959 census some 285,000 
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additional people (0.14 percent of the total 
enumerated earlier) were picked up. 

Population to be Covered 

The census is to be taken as of a certain moment- - 
the hour of midnight between January 14 and 15. 
All questions, no matter when asked, are to re- 
late to that moment. Every person present in a 
dwelling unit on the census moment is to be list- 
ed, including those persons residing there tem- 
porarily. In addition, persons who usually 
reside in the unit but are temporarily absent are 
also to be enumerated. This will permit the tab - 
ulation of both an actual, or on -hand, and a 
usual population. Special procedures and forms 
are used to verify that a person temporarily 
absent from his usual residence is actually list- 
ed at the address given.6 Also, special proced- 
ures will be used to enumerate the transient and 
institutional populations. 

The population in the regions of the Far North 
and other areas where travel is difficult in 
January is to be enumerated in the fall of 1969. 

Information to be Collected 

There are 11 questions to be asked of 100 percent 
of the population: 

1. Relationship to head of the family 
2. For persons who are temporarily absent, 

but usually reside there: 
a. reason for absence 
b. length of time absent 

3. For persons who are temporarily present: 
a. place of usual residence 
b. length of time absent from usual 

residence 
4. Sex 
5. Age (as of last birthday; in months for 

infants under 1 year of age) 
6. Is person married at present time? (Yes, 

no, or widow- widower) 
7. Nationality 
8. Native language (also, no more than one 

other language in which fluent) 
9. Education (level completed) 

10. For students, indicate the type of educa- 
tional institution attended 

11. Souce of means of existence: work, per- 
sonal agricultural plot, support by 
relatives, support by state (pension, 
stipend, children's home, etc.), other. 

For the sample of 25 percent of the dwelling 
units, seven additional questions are to be asked 
of all persons who are usual residents: 

12. Place of work (name of factory, organiza- 
tion, collective farm) 

13. Occupation at place of work (for pension- 
ers -- previous occupation) 

14. For a person who worked an incomplete 
year in 1969, record whether he worked 
permanently, seasonally, or temporarily, 
and indicate the length of time worked in 
1969, in months 

15. Social group (wage worker, salaried 
employee, collective farm member, handi- 
craftsman, peasant with individual farm) 



16. How long has person lived continuously in 
this populated place? 

17. For a person residing here less than 2 
years, indicate the place of former 

usual residence 
18. Reason for changing place of residence. 

As noted earlier, special questionnaires are 
also to be completed to collect information on 
the characteristics and circumstances of able - 
bodied persons who are not employed outside the 
household and on the characteristics and commut- 
ing habits of workers and students in all cities 
of 500,000 population or more. 

Processing the Results 

Little detailed information on the plans and 
procedures for processing and publishing the 
results of the census has been released. Accord- 
ing to Mr. Petr Pod "yachikh, head of the Adminis- 
tration for the All -Union Census of Population, 
initial processing of the returns will be carried 
out at the oblast (regional) and republic offices 
of the statistical administration, but the final 
tabulation and processing will be done at the 
Computing Center of the Central Statistical 
Administration in Moscow. The schedules are not 
designed for use by an automatic sensing 
device to read and feed the information directly 
into a computer, although a Soviet report to the 
Economic Commission for Europe indicates that 
such a device --the "Blank" device --is to be used 
at some stage in the processing.? This report 
also indicates that computers of the "Minsk" 
series and the "Ural -14" will be used to process 
the census data. Pod "yachikh noted, however, 
that in processing the results of the test census 
it was learned that the system for feeding infor- 
mation into the computers was slow and unsatis- 
factory. In addition, he stated that the 
printing system needed improvement, and that if 
plans for processing and publishing the census 
results are to be met the equipment must be 
improved.8 

Plans are to complete processing on, and presum- 
ably publish, the brief initial results of the 
census by the beginning of April 1970. Final 
processing is to be completed in the first half 
of 1972, and publication is to be completed in 
1973. The detail in which the results are to be 
published is not clear, although the plans call 
for elaborate and detailed cross -tabulation. 

Comparisons With the U.S. Census 

When viewed against the content and procedures of 
our own 1970 census, several features of the 
Soviet census stand out. One is that it is a 
census of population only, not housing, therefore 
the number of questions to be asked is far less. 
The Soviet schedules still have fewer population 
items than ours, however. They contain 11 ques- 
tions on a 100 -percent basis and seven addition- 
al questions on a 25- percent basis; counted in 
the same manner, our schedules have nine ques- 
tions on a 100 -percent basis, 10 on a 20- percent 
basis, eight on a 15- percent basis, and seven on 
a 5- percent basis. The Soviet Statistical Admin- 
istration was besieged by many requests for 
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additional questions, particularly by academic 
researchers at an All -Union Conference of Statis- 
ticians in April 1968. Some requests apparently 
were adopted but most were turned down, primarily 
on the basis that the data could be better 
obtained through other methods -- surveys or estab- 
lished reporting systems. The rejected proposals 
concerned the subjects of fertility, physical 
disability, the characteristics of persons in 
administrative positions, the presence and size 
of a library in the household, the number of 
trips taken each year and distance travelled, the 
presence of a radio receiver or television in the 
household, ethnic origin, marital status, migra- 
tion, and others.9 

In respect to procedures, Soviet census planners 
have now adopted the use of sampling techniques 
in the census, and have added the feature of 
using special questionnaires for certain areas or 
for special groups of the population. The number 
of temporary census personnel to be used in the 
U.S.S.R., 670,000 will be far larger than the 
185,000 we plan to use, although the Soviet 
enumerators may well be employed in the census 
for a shorter time than our enumerators. And 
finally, the Soviet procedure of requiring the 
enumerator to call personally at all households 
two times, and a third time at half of the house- 
holds, may indicate a more persistent effort 
at that level to locate all the population. 
Whether it truly results in a more complete and 
accurate census is a question that only specula- 
tion can answer. Judging from the published 
materials of the 1959 census, the results of the 
new Soviet census, whether more accurate or not, 
are not likely to give us the detail, either in 
terms of small areas or of cross -tabulation, that 
characterizes our awn census. 

P. Pod "yachikh, "An Important Stage in the 
Preparations for the All -Union Census of Popula- 
tion," Vestnik statistiki (Statistical Herald), 
no. 10, October 1967, pp. 77 -90. Some partial 
self enumeration procedures will be used in the 
census, as described in the text. 

2 V. Ivanova, "Census Regionalization --A Most 
Important Stage in Preparations for the Census of 
Population," Vestnik statistiki (Statistical 
Herald), no. 4, April 1969, pp. 57 -64. 

3 P. Pod "yachikh, 0 metodologicheskikh i organ - 
izatsionnykh voprosakh Vsesoyuznoy perepisi 
naseleniya 1970 g. (On Methodological and Organ- 
izational Questions of the All -Union Census of 
Population of 1970). Materials for the All -Union 
Conference of Statisticians, 1968. Moscow, 
Statistika, 1968, pp. 36 -37. 

4 Ibid., p. 31. 

p. 16. 

6 "Instructions on the Conduct of the All -Union 
Census of Population of 1970 and the Completion 
of Census Schedules," Vestnik statistiki (Statis- 
tial Herald), no. 12, December 1968, pp. 45 -47. 

Statistical Commission and Economic Commision 
for Europe, Conference of European Statisticians, 
Working Group on Electronic Data Processing. Use 
of Electronic Data Processing for Statistical 
Purposes: U.S.S.R. Report By the Central Sta- 
tistical Office: New Electronic Data Processing 



(EDP) Installations. Conf. Eur. Stats/WG.9 /82/ 
Add. 20, 11 July 1968. 

Pod "yachikh, 0 metodologicheskikh, pp. 25 -26. 

9 Ibid., pp. 12 -15; "Readers Discuss the Ques- 
tions of the All -Union Census of Population," 
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Vestnik statistiki (Statistical Herald), no. 3, 

March 1968, pp. 38 -44; and S. I. Bruk and V. I. 
Kozlov, "Ethnographic Science and the 1970 
Census of Population," Sovetskaya Etnografiya 
(Soviet Ethnography), no. 6, June 1967, pp. 3 -14. 



MINUTES OF THE ANNUAL MEETING OF THE SOCIAL STATISTICS SECTION 

NEW YORK, NEW YORK, AUGUST 20, 1969 

The meeting was opened by Henry S. Shryock, 
Chairman, at 5:30 p. m. The Chairman announced 
that, as a result of the recent elections, the 
list of officers for 1970 is: 

Chairman Daniel O. Price 
Chairman -Elect Otis Dudley Duncan 
Vice -Chairman Eva Mueller 
Vice- Chairman Philip C. Sagi 
Secretary Regina Loewenstein 
Section Representative on the 
Board of Directors John D. Durand 

Section Representative on 
the Council Hubert M. Blalock 

Publications Liaison 
Officer Denis F. Johnston 

The Chairman reappointed Edwin D. Goldfield as 
Editor of the Proceedings. 

Margaret E. Martin, Section Representative 
to the Board of Directors, gave a report on the 
recent meeting of the Board. The Publications 
Committee has recommended five more editors of 
the Journal, and the President appointed a search 
committee to find more editors. The Journal is 

still interested in obtaining more papers on ap- 
plied topics, and will have a section on Applied 
Papers when enough are received. Starting in De- 
cember 1969, the Journal will have a section on 
Invited Papers. 

The Publications Committee has voted to copy- 
right the Journal of the American Statistical Asso- 
ciation and The American Statistician. The Social 
Statistics Section was asked to discuss the copy- 
righting of the Proceedings. If the Proceedings 
were not copyrighted, articles that appear in the 
Proceedings, whether or not later in the Journal, 
could be reprinted in books without mentionthe 
American Statistical Association and without ap- 
proval of the authors. If there is a copyright 
of the Proceedings, reprinting of revised articles 
may need individual legal decisions. 

The following motion was passed: 

Future issues of the Proceedings of the So- 
cial Statistics Section should be copyrighted by 

the ASA, starting in 1969 if possible. When the 
copyright announcement is made, the American Sta- 
tistical Association should issue a statement de- 
scribing the reasons and the procedures for authors 
to obtain copyrights in their own names, if they 
wish to do so. A statement should also be made 
about the policy of allocation of fees paid for 
the use of copyrighted material between the au- 
thors and the American Statistical Association. 

Other topics mentioned by the Section Repre- 
sentative to the Board were (1) group insurance, 
(2) plans for a Section on Computers in Statistics, 
and (3) plans for paid short courses to be arranged 
by the Section on Training. The Social Statistics 
Section may be asked to appoint one or more dele- 
gates to the committee to plan these short courses 
for members and non -members. 
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The Chairman read a letter from Denis Johns- 
ton, the Publications Liaison Officer. Johnston 
tried to get articles for the section of applied 
papers. After publicity, he received four articles, 
of which only one will probably be accepted for pub- 
lication in the Journal. Further contacts of pros- 

pective authors for such papers do not seem fruitful 
or necessary. 

Joseph Steinberg will be chairman of a com- 
mittee to revise the charter of the Social Statis- 
tics Section. One of the changes will be inclusion 

of the Publications Liaison Officer as an officer 
of the section. Other necessary updating will be 
recommended if needed. 

Suggestions for the annual meeting in 1970 

were discussed. Suggested topics were criminology, 
especially needed criminal statistics; nutrition 
surveys; problems and progress of the 1970 census; 
trends in infant mortality rates and relationship 
of these rates and atomic tests in the 1950's; so- 
cial networks, such as friendship structure; and 
international statistics, including comparisons of 
census methods in different countries and demo- 
graphic estimates made by the United Nations. 

With regard to the format of the affairs of 
the Social Statistics Section in 1970, some sug- 
gestions were: (1) No luncheon because of high fee, 
(2) coffee hour or cash bar with speaker as well as 

business meeting, (3) suggestions from Social Sta- 

tistics Section for the general methodology lecture, 
(4) after the general methodology lecture, speaker 

to social statistics section on the applications to 
social statistics, with discussion by audience. 

The following motion was passed: 

There should be no restriction on the Pro- 
gram Chairman on the time or format for the sec- 
tion's business meeting in 1970. 

1969 Officers of the Social Statistics Section 

Chairman 
Chairman -Elect 
Vice -Chairman 
Vice -Chairman 

Secretary 
Section Representative on 

the Board of Directors 

Section Representative on 

the Council 
Publications Liaison Officer 

Editor of Proceedings 

Henry S. Shryock 
Daniel O. Price 

Eleanor B. Sheldon 
Eva Mueller 
Regina Loewenstein 

Margaret E. Martin 

Leslie Kish 

Denis F. Johnston 
Edwin D. Goldfield 






